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Abstract: Credit risk assessments are vital to the operations of financial institutions. These activities
depend on the availability of data. In many cases, the records of financial data processed by the
credit risk models are frequently incomplete. Several methods have been proposed in the literature
to address the problem of missing values. Yet, when assessing a company, there are some critical
features that influence the final credit assessment. The availability of financial data also depends
strongly on the country to which the company belongs. This is due to the fact there are countries
where the regulatory frameworks allow companies to not publish their financial statements. In this
paper, we propose a framework that can process historical credit assessments of a large number of
companies, which were performed between 2008 and 2019, in order to treat the data as time series.
We then used these time series data in order to fit two different models: a traditional statistics model
(an autoregressive moving average model) and a machine-learning based model (a gradient boosting
model). This approach allowed the generation of future credit assessments without the need for new
financial data.

Keywords: time series; credit scoring; ARMA; XGBoost

1. Introduction

One of the main activities of financial institutions is to grant loans to different types
of applicants (individuals, companies, banks, etc.). The core element employed by the
financial industry to help them in their credit risk management activities is credit scoring,
which aims to measure the risk that a loan will not be repaid. Credit scoring is generally
computed using different mathematical tools that estimate the probability of default (PD)
of the party receiving the loan. In order to estimate this probability, the model is fitted on a
database containing past information about the applicants. When it comes to companies,
the set of financial data provided by companies differs from country to country [1]; it
depends on the financial regulations adopted by the country in which the company is
based. An important feature when analyzing companies is whether they are publicly
traded or not. While public companies must publish audited financial statements (in most
countries, according to the International Financial Reporting Standards (IFRS)), the data
available and analysis of their creditworthiness are completely different with respect to
small and medium enterprises (SMEs). In some countries, such as the United States, SMEs
have no requirements [2] in terms of publishing their financial data. In other cases, the
data are only partially available (i.e., some financial features are missing). In [3], different
data imputation techniques have been used in order to address this problem. This work
focused its efforts on a consumer’s credit score. The latter has been widely treated in the
literature ([4,5]).

Some efforts have been made in order to create a credit scoring system for compa-
nies [6]. Nonetheless, the focus in previous studies has been to build highly accurate

Phys. Sci. Forum 2022, 5, 16. https://doi.org/10.3390/psf2022005016 https://www.mdpi.com/journal/psf

https://doi.org/10.3390/psf2022005016
https://doi.org/10.3390/psf2022005016
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/psf
https://www.mdpi.com
https://orcid.org/0000-0003-3362-9326
https://doi.org/10.3390/psf2022005016
https://www.mdpi.com/journal/psf
https://www.mdpi.com/article/10.3390/psf2022005016?type=check_update&version=1


Phys. Sci. Forum 2022, 5, 16 2 of 9

machine learning (ML)-based models using a large list of financial features [7]. The prob-
lem with this approach is that companies are considered as data points and potential trends
are not taken into account when assessing the PD of a company.

Artificial intelligence (AI) has been widely used in the financial industry for financial
forecasting. Statistical methods, such as the autoregressive (AR) or autoregressive moving
average (ARMA) methods, have been traditionally employed for financial forecasting. The
growing capabilities of AI-based models for predicting the future of financial features based
on past behavior are triggering a change in the methods used for this particular task.

In this paper we present several contributions that are listed as follows:

• We analyze a large list of SMEs based mainly in Southern Europe.
• Our proposed framework can analyze the past behavior of companies and does not

consider companies as isolated data points.
• We forecast the rating of several companies using both a statistical traditional model

(i.e., ARMA) and an ML-based model (i.e., gradient boosting).
• The proposed framework does not depend on the financial data, it depends on the

historical behavior of companies.
• We analyze the results of the model using an out-of-time sample and compare them

with the rating given by a company that specializes in credit scoring.

In what follows, Section 2 presents the related work in the field of financial forecasting and
credit scoring. In Section 3, both the data used and the methodology are presented. In Section 4,
the numerical results we obtained are given. Finally, in Section 5 we present the conclusion.

2. Related Work

In this section we present the main works that address machine learning for credit
scoring, as well as the application of AI-based models for financial forecasting.

2.1. Credit Scoring

As defined in the previous section, credit scoring aims to measure the risk for a bank or,
more generally, a credit institution when granting a loan to an applicant. The most widely
used algorithms for assessing the PD are logistic regression and linear discriminant ([8,9]).
The main reason why these machine learning-based models have been widely adopted in
the financial industry is their simplicity and their ease of use. The latter models are very
limited since they are not able to capture nonlinear relationships between features. This
limitation has been addressed in the literature through the application of more sophisticated
machine learning-based models: random forests [10], gradient boosting ([11,12]), and
kernel-based algorithms such as support vector machines (SVMs) [13]. For credit scoring
applications, ensemble ML-based models have shown an impressive increase in terms of
accuracy when predicting whether a customer will repay the loan or not [14].

2.2. Forecasting in the Financial Industry

Financial time series forecasting has been a hot topic during the last decade. With
the rise of machine learning and deep learning models, researchers have been focused on
applying these models to predict the evolution of different stock markets([15,16]). In some
sense, the stock price evolution of a company can be interpreted as what the market thinks
of the activities developed by the company and thus its credit worthiness. Indeed, when
there is an important event that may negatively affect the activities of a certain company,
the stock price trends downwards.

3. Methodology

In this section, we present the method used in this study. We start by presenting the
raw data. Then, we show the procedure employed to transform the data in order to feed
the models. Finally, we introduce the models used for this work and the metrics employed
to evaluate the models.
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3.1. Data

The data used for this work have been provided by Tinubu Square, a company which
provides credit risk assessments of potential trade partners to its customers (see Table 1).
Tinubu Square has an internal credit risk model that has been used for 20 years to assess
the creditworthiness of a company (e.g., Figure 1). This internal model uses a large list of
financial variables to compute a score. The score (i.e., EVL_LEVEL variable) is then mapped
to a letter, which is the final result of Tinubu’s internal model. This rating represents the
probability of default in a descriptive way. High-risk companies have lower scores and are
represented with the rating letter F. On the other hand, companies whose PD is close to
zero are represented with higher scores and have the rating letter A.

Table 1. Transformed data are the result of keeping companies rated every year during the period
2008–2019, in this case. Each row of the dataset represents an assessment of the company. A time series
dataset is a dataset in which each row represents a company and the columns are the year the company
has been rated.

Dataset Size

Original dataset 1,399,179
Transformed dataset 40,772
Time series dataset 3395

(a) (b)
Figure 1. Example of two companies rated by Tinubu Square every year during the period 2008–2019.
The EVL_LEVEL represents the score given by Tinubu before it is mapped to a rating class. The
FIN_STATEMENT_DATE is the date that the company published its financial statements. (a) Rating
evolution of the company 462792. (b) Rating evolution of the company 684690.

The purpose of this work was to create a forecasting model to predict the rating
evolution of companies in Tinubu’s portfolio. In order to predict the future rating of a
company, we needed to convert the original dataset into a time series dataset. Each row of
this new dataset represented a company and the columns represented the year the company
was rated.

3.2. Forecasting Time Series

In this part of the study we present the models proposed to address the problem of
forecasting the creditworthiness of a company.

3.2.1. Autoregressive Moving Average Method

The autoregressive moving average (ARMA) method is a combination of two different
models: an autoregressive model (AR) and a moving average model (MA). Mathematically,
ARMA processes results from the sum of both processes: an AR of order p and an MA of
order q. An ARMA(p, q) model combines both the AR(p) and MA(q) models as follows:

xt = c +
p

∑
i=1

φixt−i + εt +
q

∑
i=1

θiεt−i (1)
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The parameters p and q can be determined using different methods. By observing the
graph of the autocorrelation function (ACF) and the partial autocorrelation function (PACF)
both parameters can be estimated. In this work, we estimate the parameters using a more
analytical approach by computing the Akaike information criterion (AIC) [17]. The AIC
is a statistical measure that allows a comparison between statistical models to determine
which model best fits the data series. The AIC considers both model goodness of fit and
model complexity.

AIC = 2k− 2 log(L) (2)

where k is the number of parameters of the statistical model and L is the maximum value
of the likelihood function for the model. The first term represents the complexity of the
model, while the second term in Equation (2) represents how well the model fits the data.

3.2.2. Gradient Boosting

The extreme gradient boosting (XGBoost) software is a machine learning-based algo-
rithm, consisting of a sequential combination of weak learners, that corrects the errors of
the previous weak learner. XGBoost is an open-source framework proposed by [12] that
has been widely used in machine learning competitions.

The outcome of an XGBoost composed of K weak learners for a dataset with n instances
and m features D = (xi, yi)(|D| = n, xi ∈ Rm, yi ∈ R) is represented mathematically
as follows:

ŷi = Ω(Xi) =
K

∑
k=1

fk(Xi), fk ∈ F (3)

where F = { f (x) = wq(x)}(q : Rm → T, w ∈ RT) is the space regression of the trees. T
is the number of leaves in the tree and q represents the structure of each tree that maps
an example to the corresponding leaf index [12]. For each independent tree fk there is an
independent q in addition to leaf weights wq.

Lt = ∑
i
(yi, ŷi) + ∑

k
Ω( fk) (4)

where l is the loss function, yi is the target value, and ŷi is the prediction. The term Ω
penalizes the complexity of the function. This term was introduced to avoid overfitting.

For the hyperparameter estimation, we used scikit-learn [18] to perform a grid search,
which consists of creating all possible hyperparameter combinations of a list of values
predetermined by the user.

3.3. Comparing the Forecasted Values

To assess the performance of both proposed models, we split the dataset into two
different parts: the training set contained the score, and thus the rating, of companies
during the period 2008–2017; the rest of the dataset, the test set, was composed of the rating
of the same companies scored by Tinubu during the period 2018–2019 (see Figure 2).

Figure 2. Proposed splitting strategy.
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We graphically compared the results of both models. For the ARMA model, we kept
one ARMA from a company with hyperparameters p and q that minimized the AIC for the
time series between the period 2008–2017. For each model we generated two predictions
that corresponded to the years 2018 and 2019. We then compared the forecast of both
models graphically.

4. Results

In this section we present the results of the models that were described in the previous
section. First, we present the results of each model individually and then we compare the
forecasted ratings for both models using several companies.

4.1. Assessing the Performance of the ARMA

As we mentioned previously, we created several ARMA models with different hy-
perparameters (i.e., p and q). For instance, we created nine different ARMA models and
considered the best model the one with the lowest AIC. In Table 2, the results obtained for
the company with the id 462792 are shown. For this particular company, the hyperparame-
ters with the lowest AIC were p = 2 and q = 3. When we forecast Tinubu’s score for the
years 2018 and 2019 we observed that the model underestimated the risk, see Figure 3. The
ARMA captured the smooth deterioration of the company for the year 2018. However, the
difference between the model in 2019 was significant.

Table 2. For each company in the dataset, we created nine models. The best model was the one with
the lowest AIC value. The AIC was computed over the training set, which consisted of companies
rated every year by Tinubu Square during the period 2008–2017. We showed the difference between the
predicted rating and the real rating. The values p and q are the hyperparameters of the ARMA model.

LGE_ID 2018 2019 Prediction 2018 Prediction 2019 p q AIC

462792 233 (B) 213 (C) 234 (B) 245 (B) 1 1 65.2517
462792 233 (B) 213 (C) 234 (B) 245 (B) 2 1 67.2505
462792 233 (B) 213 (C) 233 (B) 244 (B) 3 1 69.0822
462792 233 (B) 213 (C) 233 (B) 249 (A) 1 2 59.9773
462792 233 (B) 213 (C) 235 (B) 259 (A) 1 3 57.8751
462792 233 (B) 213 (C) 233 (B) 246 (B) 2 2 61.4822
462792 233 (B) 213 (C) 234 (B) 253 (A) 3 3 60.3457
462792 233 (B) 213 (C) 233 (B) 246 (B) 3 2 63.482
462792 233 (B) 213 (C) 236 (B) 253 (A) 2 3 58.4614

Figure 3. Results of the prediction of the rating over the two next years for company with the id 462792
using an ARMA model with hyperparameters p = 2 and q = 3, which were the hyperparameters
with the lowest AIC for models trained with the data between 2008–2017.
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4.2. Forecasting Tinubu’s Score Using XGBoost

In this part of the study, we present the results obtained with XGBoost. In Table 3 we
show the optimal hyperparameters found using grid search optimization.

Table 3. Optimal XGBoost hyperparameters found using grid search.

Hyperparameter Value

n estimators 150
Learning rate 0.2
Max. depth 8

As we can see in Figure 4, the XGBoost showed that the company with the ID 462792
will slightly improve during the next two years. The rating given by Tinubu and the
rating generated by our XGBoost model diverged for the year 2019. This difference can be
explained by the fact there was an event that adversely affected the company’s activity.

Figure 4. Rating prediction for the company 462792 for the years 2018 and 2019 using XGBoost with
the hyperparameters presented in Table 3.

4.3. Analyzing the Models’ Ratings

As we mentioned in previous sections, Tinubu’s rating system reflects the PD in a
descriptive way. In this section, we present several examples of comparison between the
behavior of both models for different companies with the rating given by Tinubu for the
test period (see Figure 2).

In Figure 5a, we compare the XGBoost with an ARMA with p, q = 2. The results
showed that, in this particular case, both models slightly underestimated the risk. On the
other side, we observed that both models overestimated the risk.

For the company 684690 (see Figure 5b), the results showed a divergence between
the ARMA model with p, q = 1 and the XGBoost model. The latter could capture the
evolution of the rating during the years 2018 and 2019 with a narrow difference between
the predicted score and the score given by Tinubu. On the other side, the ARMA model,
even if it captured the trend, clearly overestimated the company’s creditworthiness.

Nonetheless, there were cases where both models underestimated the risk. This is the
case in Figure 6a. Both models assumed that the creditworthiness of the company for the
next two years would have a downward trend.

Another relevant case is presented in Figure 7b. In this one, the ARMA with p = 1,
q = 3 highly underestimated the risk by giving an A rating to a company for which
Tinubu’s rating for the year 2019 was E.
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(a) (b)
Figure 5. Comparison of the forecasted Tinubu rating for the period 2018–2019 for companies 55190
and 684690, respectively, using the proposed models in this work: ARMA and XGBoost. (a) Predicted
rating evolution for company 55190. (b) Predicted rating evolution for company 684690.

(a) (b)
Figure 6. Comparison of the forecasted Tinubu rating for the period 2018–2019 for companies 162009
and 165482, respectively, using the proposed models in this work: ARMA and XGBoost. (a) Predicted
rating evolution for company 162009. (b) Predicted rating evolution for company 165482.

(a) (b)
Figure 7. Comparison of the forecasted Tinubu’s rating for the period 2018–2019 for the compa-
nies with the ID 688122 and 662583 respectively using the proposed models in this work: ARMA
and XGBoost. (a) Predicted rating evolution for company 688122. (b) Predicted rating evolution for
company 662583.
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5. Conclusions

In this work we proposed a framework for the credit scoring that differs from previous
work in the field. The approach considered consisted of forecasting the credit rating of a
large number of companies using an historic index given by Tinubu Square for the period
2008–2019. We used the period 2018–2019 to compare both forecasting models with the
target value, which was Tinubu’s rating. We observed that for the set of companies analyzed,
both models tended to slightly underestimate the risk. For companies specialized in credit
risk, models that overestimate the risk are preferable to models that underestimate the
risk. This is mainly because underestimating the risk can lead to potential economic losses.
On the other hand, models that are strongly conservative (i.e., models that overestimate
the risk) are not desirable for credit scoring since they impact the economic activity by
reducing the volume of credits approved and thus decrease the business between SMEs. By
considering this criteria and observing the results of our work we could conclude that the
machine learning-based models are closer to Tinubu’s standards in terms of credit scoring.
It is important to remark on the fact that wealthy companies (i.e., companies with rating
classes in the range A–B) were more stable over the period analyzed than companies with
a lower rating. Future work should focus on the adequate evaluation of the performance of
the models proposed in this work. It will be interesting to introduce deep learning models
and compare them with results yielded by the proposed models.
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