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Abstract: Artificial vision system applications have generated significant interest as they allow
information to be obtained through one or several of the cameras that can be found in daily life in
many places, such as parks, avenues, squares, houses, etc. When the aim is to obtain information from
large areas, it can become complicated if it is necessary to track an object of interest, such as people or
vehicles, due to the vision space that a single camera can cover; this opens the way to distributed
zone monitoring systems made up of a set of cameras that aim to cover a larger area. Distributed
zone monitoring systems add great versatility, becoming more complex in terms of the complexity
of information analysis, communication, interoperability, and heterogeneity in the interpretation of
information. In the literature, the development of distributed schemes has focused on representing
data communication and sharing challenges. Currently, there are no specific criteria for information
exchange and analysis in a distributed system; hence, different models and architectures have been
proposed. In this work, the authors present a framework to provide homogeneity in a distributed
monitoring system. The information is obtained from different cameras, where a global reference
system is defined for generated trajectories, which are mapped independently of the model used
to obtain the dynamics of the movement of people within the vision area of a distributed system,
thus allowing for its use in works where there is a large amount of information from heterogeneous
sources. Furthermore, we propose a novel similarity metric that allows for information queries from
heterogeneous sources. Finally, to evaluate the proposed performance, the authors developed several
distributed query applications in an augmented reality system based on realistic environments and
historical data retrieval using a client–server model.

Keywords: distributed systems; query by reference; augmented reality; metric approach; homogeneity;
vision distributed system

1. Introduction

A distributed video surveillance system consists of interconnected cameras that share
information in specific environments for monitoring the human activities, motion detection,
behavior, and interaction between individuals through the tracking of moving objects [1–4],
thus providing great versatility in obtaining information for analyzing the acquired data.
One of the main purposes of the distributed camera system is to provide an automatic
interpretation of the scenes and predict the interactions of the objects; however, there are
different factors that can provide an automatic understanding of the scenes and predict
the interactions of the objects. Some of the different factors to consider when acquiring
information about a specific scenario are the characteristics of the cameras available, the
position, and the number of cameras [5,6]. One of the significant factors to consider when
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installing a video surveillance system is that, when increasing the number of cameras, the
coverage area increases, and so does the amount of information to manipulate. Every day,
we are exposed to different types of surveillance carried out with devices that constantly
generate video data [2,7]. According to the analyses carried out by [8,9], the increase in
information obtained by video surveillance devices has grown exponentially to the point
that up to 100 GB in data is acquired for each video surveillance camera in a monthly period.
Particularly, IntelliVision have deployed more than four million surveillance cameras [10].
In video surveillance systems, various challenges must be met to achieve the interconnec-
tion and exchange in information from one point to another through different functional
units such as cameras, means of sending information, and storage units. With an increase
in distributed systems, it is necessary to propose or apply architectures that help to achieve
interoperability between the different existing elements, such as sensors and actuators, to
facilitate the sending and reception of data. Some works, such as [11–15], describe different
middleware architectures to carry out the exchange in data and use of information in addi-
tion to describing the elements that influence successful interoperability between different
sources of information, such as the communication medium, programming techniques,
software architecture, sensors, semantics, and adaptive control, among others.

The most common use of the information obtained from a distributed camera system is
motion detection and the tracking of objects of interest [3]. Distributed camera systems have
proven useful as a passive means of detecting events or situations of interest; for example,
the detection of an atypical behavior [16–18], the evolution of the dynamics of movement
of an object in time [19–21], target tracking for surveillance applications [3,22–27], and
tridimensional reconstruction [28–30]. Other important works are [16,31–35]. These works
have already shown that they are useful for recognizing events of interest in a defined
context. However, it has been observed that the complexity of these approaches increases
considerably when the local dynamics are very complicated [36] or when there is a dis-
tributed system of cameras [37]. Many authors have proposed different methodologies
and tools to automatically or semi-automatically detect atypical events in a monitored
area. Currently, the high quality and high rate of image acquisitions per second are more
frequently used in video surveillance systems, for which increasingly innovative methods
are being presented to find motion primitives that help to interpret the activities raised in
the stage [38].

Due to the diversity of approaches that exist, the fusion of information is a complex
task due to the parameters each one requires and the results each delivers. Table 1 shows a
table that represents the heterogeneity in the results when applying different object-tracking
methods [39].

Table 1. The different object tracking methods.

Methodology Occlusion Tolerant Detection Every Frame Training Rule Required Number/Type
Objects Tracking

Simple Template
Matching Partial No No One object

SVM Partial No Yes One object

Contour Matching Yes No Yes Multiple objects

Shape Matching Yes No No One object

Kalman Filter Yes Yes No Multiple objects

Particle Filter Yes Yes No Multiple objects

Mean Shift Partial No No One object

Most of the works focused on automated video surveillance can be split into two
main approaches: (1) Surveillance system model techniques, where different approaches
are concerned with the integration of various vision algorithms to build a completed



Appl. Syst. Innov. 2024, 7, 1 3 of 27

surveillance system; (2) Distribution, communication, and system design, where it is
analyzed how such methods need to be integrated into large systems to mirror the needs of
practical closed-circuit television (CCTV) installations in the future.

When applying methods to obtain the characteristics of interest from the data, the
displayed information must have visual support when interpreting the patterns obtained.
Visualization is the best way to convert a large amount of information into small spaces
that allow a quick and efficient interpretation of results [40]. According to works such
as [41], data visualization must undergo seven steps: acquisition, grammatical analysis,
filtering, data mining, representation, and representation improvement and interaction
(within the representation part). Works such as [42–45] indicate that visualization depends
on the amount of data, the information to be displayed, the homogeneity or heterogeneity
of the data, the representation medium, and the dimensionality of the data. A good
visualization technique and the right technologies can turn abstract information into a visual
representation that can be decoded more easily, efficiently, and meaningfully [46]. Currently,
with the technological advances in recent years, new information visualization alternatives,
called interactive technologies, have emerged. These seek to form a three-dimensional
representation that can be captured within the real world through the projection of data,
the creation of virtual scenarios that resemble what exists in the real world, and the
display of information through conventional devices—such as cell phones or tablets and
cellphone gadgets—which turn these technologies into tools where users can interact with
the information [43,47–49]; an example of these interactive technologies are augmented
and virtual reality systems.

In particular, augmented reality is a technology of great interest due to the repre-
sentation of information. Augmented reality is an interactive technology that allows
computer-generated three-dimensional objects to be added to the real world through a
viewing device such as a monitor, a cell phone, or more specialized devices such as aug-
mented reality glasses or headsets. This technology emerged in the late 60s [50,51]; however,
it has been widely used for about a decade due to the technological advances that facilitate
its visualization. One of the characteristics that arouses the most significant interest is the
improvement in user perception and interaction with the real world [52]. Among the most
essential characteristics of its development are the following [50]:

1. It combines the real and virtual world.
2. It is interactive in real time.
3. It is represented in 3D.

Since it is an interactive technology, it manipulates information from visualization in
the real world, therbey representing the information of interest for a different interpretation
of the data. Many applications can find uses in different sectors such as medicine [53],
industry [54], education [55], video games [56], tourism [57], and marketing [58].

This work aims to show the feedback of the heterogeneous historical information
stored in a data repository generated from a distributed camera system by applying differ-
ent motion detection methods. The proposal of homogeneity of heterogeneous information
for its comparison and visualization is given by the generation of a global space where
feedback is achieved. This generates a reference trajectory obtained from the global space
with the help of an augmented reality system, which is compared with the data repository
allowing the proposal of a new metric to form queries from heterogeneous information.
The results are then finally shown in real environments through augmented reality using a
client–server model.

2. Methodology

The states of this work can be summarized as follows:

• Detection of movement dynamics.
• Common global space.
• Query trajectories.
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• Similarity analysis.
• Augmented reality for querying and visualization data.

2.1. Detection of Movement Dynamics

In the literature, several works have proposed different methodologies and tools to
automatically or semi-automatically detect information of interest such as contours, trajecto-
ries, and characteristic extraction to represent objects of interest or abnormal behavior. For
example, Hugo Jimenez et al. [32] proposed an unsupervised approach to detect the atypi-
cal behaviors of vehicles at intersections; in [16], the movement of vehicles was encoded as
a set of finite states generating hierarchical rules that are associated with normal behaviors
in a scenario; in [39], the authors described the basic methods for motion detection and
object tracking in video systems in addition to describing the steps required to carry out
this process. There are three steps for this: the detection of the object of interest (people,
vehicles, birds, etc.), classification, and the tracking of the object. For object detection, the
methods that are most frequently used in the literature are mentioned: image difference,
background subtraction, and optical flow.

In distributed monitoring systems, it is common for each camera to have a particular
method applied; this is identified as a Mi model, which helps to interpret the dynamics
in specific scenarios. Each Mi model generates historical information Hi = {h1, h2, . . .};
however, for a couple of models Mi, Mj, for an instant in time t, it is known that hi

t 6= hj
t.

This means that the information is not comparable; therefore, searches or data queries
require that an Mi model contain a Ti transformation. This transformation is defined as
dom(Hi)↔ E.

This work aims to show the feedback of the heterogeneous historical information
stored in a data repository that was generated from a distributed camera system by applying
different motion detection methods. Motion dynamics detection aims to represent objects
of interest with a set of pixels on a sequence of images [59]. Table 2 shows some of the
models widely used in the literature for detecting the movement dynamics of objects
of interest [39,60].

Table 2. Models of detection of movement.

Model of Detection Detected Movement Description

Temporal differences |In(x)− In−1(x)| > T The moving object is determined by calculating the difference
between two consecutive images.

Image average ε = ∑x[F(xA + h)− (αG(x) + β)]2
The moving object is determined by calculating the addition of

images in every frame and dividing by the total number of
images added.

Optical flow Im×n = (I1 + I2 + . . .+ In)/n
Optical flow is to calculate the optical flow field of the image and

perform clustering processing according to the optical flow
distribution characteristics of the image.

Gaussian of mixture I(x, t) = ∑k
i=1 Gi(µi, σi)

This method is used when there are multi-modal backgrounds. This
method proposes modeling each pixel as a mixture of

multiple Gaussians.

Background model |It(x, y)− Bt(x, y)| > T
This method compares a sequence of images with a reference image

containing static elements; the reference image is called a
background image.

It is known that, by applying an Mi model to the information provided by a camera,
results can be obtained that allow feedback on what has happened or is happening in
a specific scenario. Based on this idea, by combining the results of different Mi models,
the information can be complemented to better interpret the dynamics generated by the
objects of interest. The latter can only be achieved if a way is defined to homogenize the
information from different models.
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This work proposes a way through which to homogenize the information of different
models, defining a global space where all the trajectories can be mapped regardless of the
model used to obtain the dynamics of movement of objects of interest (the objects of interest
in the models are people who are moved from one point to another within the viewing area
of a distributed two-camera system). A different model is applied to each camera to detect
movement dynamics, temporal differences [32], and Gaussian mixtures [61]. In particular,
temporal differences is a model that is tolerant to light changes [32], whereas Gaussian
mixture is a widely used model with static cameras [62]. The movement dynamics of the
objects were stored in an independent data repository for each camera. Figure 1 shows
the movement dynamics generated by the objects of interest. Only one part of each video
captured by each camera was analyzed, whereas for Camera 1, the temporal differences
model was applied, and 38 trajectories were generated. In contrast, for Camera 2, the
Gaussian mixture model was applied, and 22 trajectories were generated. These trajectories
that were used for the acquisition of information are expressed in pixels.

Figure 1. Trajectories obtained by each camera. Red dots represent movement dynamics, and colorful
blocks represent matching areas.

2.2. Common Global Space

A common global space can be defined as where information becomes homogeneous,
thus allowing for comparison and manipulation. Different ways through which to obtain
equivalences exist in artificial vision systems with different workspaces. To obtain equiv-
alences of the information provided by different cameras, a process that can be divided
into two aspects must be generated. The first is through a calibration process where the
intrinsic and extrinsic parameters of the cameras are considered; this also requires a pattern,
or elements within the scenario, that allows for characteristics to be extracted, the same
ones from which, by applying a transformation, equivalences are obtained between the
information obtained by the cameras expressed in pixels and the real-world information
commonly expressed in millimeters or centimeters. The second is to obtain equivalences
without a calibration process. A linear transformation is applied through homography,
which is based on the information extracted from the scenario that can be taken from active
or passive marks.

In this work, it is necessary to define the global space and its units of measurement
to create a unified space. The global space becomes defined in a global position and local
orientation. The global position is given by the UTM coordinates of the building. The center
of the building represents the origin. The UTM ID is then used to store the information in
DB. Each camera becomes linked to this origin by the projection of a local homograph. As
a linear transformation, the homograph becomes constructed by active color markers in the
scenario. These markers are associated with all cameras used, and the colors are used to
orientate the camera direction in the scenario. Then, all camera positions are indexed and
stored relative to the origin.

The global space is expressed with two-dimensional coordinates. The transformation
is carried out using the information obtained by each camera, which contains all the
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information expressed in centimeters to make queries that can provide feedback through
visualizations in augmented reality in the real world.

To obtain the equivalences between the 2D or 3D coordinates of two different spaces [63],
a linear projective transformation is estimated using homography on a homogeneous vector
of 3× 1, which is represented by a non-singular matrix of 3× 3.x

′
1

x
′
2

x
′
3

 =

h11 h12 h13
h21 h22 h23
h31 h32 h33

×
x1

x2
x3

. (1)

In other words x
′
= Hx.

To map the spaces generated by each camera to the common global space, several
common points, which were defined as active marks, were installed (rectangles: red, yellow,
green, and blue), as shown in Figure 2.

Figure 2. The perspective of each camera. Colorful blocks are reference marks necessary for the
construction of the global space.

A representation of the distributed system and the common points is shown in Figure 3,
where the colorful blocks represent the active marks called points of interest.

Figure 3. Active marks—points of interest. Colorful blocks represent the marks shown in Figure 2.

The centroid of each mark indicates the four reference coordinates for the transfor-
mation from each of the spaces generated by each camera to the global space, which is
physically defined in the real world by measuring from one point to another, thus es-
tablishing the coordinates (0, 0) at the centroid of the blue rectangle. The other physical
measurements are shown through an image in Figure 4; each physical measurement is
expressed in centimeters.
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A segmentation is carried out within the images obtained in each perspective to obtain
the information used in the process of applying homography. Methods that are widely
used in the literature were applied, such as morphological filters, area filters, and the
detection of the central point of the objects of interest [64] (rectangles: red, yellow, green,
and blue). Figure 5 shows the segmentation of the spaces of interest that are compared with
the real coordinates.

Figure 4. Original coordinates of references.

(a) Segmentation image from Camera 1. (b) Segmentation image from Camera 2.

Figure 5. Segmentation of the perspective images. In the binary images, the white color represents
the colorful block (Figure 2), and the red dots represent the centroid of each block.

The parameters defined up to this point allow for the application of the projective
transformation for the generation of the global space where the trajectories found can be
mapped using different methods for each camera. Trajectories, which are expressed in
pixels, were obtained and, when mapping the global space, they become expressed in
centimeters, thus defining the equivalence from one two-dimensional space to the other
and leaving the trajectories in the global space, which are represented in Figure 6.

Figure 6 shows the 60 trajectories used that were found in the videos. The scale goes
on the “x” axis from approximately −200 cm to 1200 cm and on the “y” axis from −200 cm
to around 800 cm. To be able to provide feedback through augmented reality, a 3D space
is required; for this reason, and due to the equivalences on the “x” and “y” plane, the “z”
axis was defined with a height constant of 100 cm. This is because what is analyzed in the
present work is the dynamics generated by objects in motion on the planes of “x” and “y”.
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Figure 6. The trajectories in global space. The colored dots represent the different real trajectories
generated by the objects of interest mapped to the global space.

3. Querying Trajectories

Query information is a process in which we seek to know the similarity between a
reference and a data repository that allows us to simplify analysis in search of patterns or
behaviors of interest. The process for performing the trajectory query depends on three
essential factors: the trajectory that serves as a reference, the data repository that contains
historical information, and a similarity measure.

In this work, to carry out queries, the generation of reference trajectories was compared
with a data repository to determine the most similar ones and to be able to visualize them.

The generation of the reference trajectories was carried out from an augmented reality
application in the global space. In this sense, a user generates a temporal trajectory from the
application installed on a device (in this case, a tablet gadget); however, it is not exclusive
to that device since devices with API 5.0 of the Android operating system or higher can
run the application.

The application was developed in Unity3D, where all the trajectories of the moving
objects were mapped to global space. Figure 7 shows, in a general way, how the application
works. First, the reference trajectory was created in global space, as shown in Figure 8, and
then the trajectory information was sent to a central unit that contains the data repository
of the homogenized trajectories. In the same main unit, all the processing was carried out
to calculate the similarity between the trajectories and to send the resulting information
back to the application for viewing in the space where the information was acquired, that
is, a client–server model was generated to send the data from the application to the central
unit in both directions.

It is necessary to take into account the different aspects of carrying out querying
and displaying the results through augmented reality, the first of which is that all the
information obtained is in a known space where the information can be recovered. This
allows for the creation of temporal reference information and a metric through which to
estimate the similarity between the information.

By generating a global space where homogenized trajectories are represented, it is
possible to propose a new metric to obtain similarities. For this, you can define a three-tuple
as follows:

R = {GlobalSpace, Re f erence, Metric},

where GlobalSpace contains all the trajectories, in real coordinates, and is expressed in
centimeters. Re f erence is the reference trajectory created from the global space generated.
This is temporary information that is used for comparison with all the trajectories stored
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in the data repository with those that define the similarity. Metric is the metric applied to
order the information contained in the data repository in order to visualize the results that
are more similar to the reference. Finally, R is a matrix that includes the trajectories sorted
to start from the reference and the applied metric.

Figure 7. Reference trajectory creation process—results display.

Figure 8. Reference trajectories.

4. Similarity Analysis

The most common way to define the similarity between trajectories is by applying
some metric that allows for knowing the spatial or space–time distance [65], which exists
between two trajectories d(T1, T2).

This work aims to provide a proposal to unify and consult heterogeneous data, to
generate and visualize information through interactive technologies, and to propose a
novel way through which to determine the similarity between trajectories by analyzing
their dynamics through a metric.

4.1. Metric for the Comparison of Movement Dynamics

The information supplied by a perspective camera is given in a two-dimensional space
R2, where a vector space expressed by V has elements x, y, and ε V, in such a way so that,
for each trajectory generated by a moving object, there are pairs of points that evolve over
time. When taking only one path, it can be represented as T = {x, y, t}, where x and y are
the elements belonging to the vector space V, which has its domain in R2 and t is the time.
Starting from this idea, it can be said that, in vector space, two orthogonal components can
be parameterized and expressed as a function of time to define a function F.
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Each of the trajectories stored in the data repository represents points in the
two-dimensional space that can be characterized with a small set of parameters, that
is, they can be defined by a representative function, with which the analysis of the trajec-
tories can be performed on the functions and not on the total data that make up each of
the trajectories. For this purpose, the discrete points of a trajectory can be modeled with a
continuous parametric set of functions F(t) =< f1(t), . . . , fm(t) > with t parameters and m
independent components of the trajectory.

The proposed similarity measure analyzes the difference between two different dy-
namics F(t) and G(t), and it involves calculating each fi parametric for the m components
using all of the samples of each trajectory, thereby obtaining, for each component i, an error
as follows:

ei =
m

∑
j=1
| f i

j − gi
j|. (2)

Given a vector of errors e = [e1, . . . , en] under a norm of ||e|| represents the similarity
between the trajectories, where || · || is any valid norm. Additionally, the proposed measure
of similarity can calculate the similarity between the intervals defined as the vectors d and e
of dimension ×n, with these being determined by the lower limit and upper limit between
all components fi. However, the expression | f i

j − gi
j| strictly compares the dynamics, and it

is totally dependent on the initial conditions of F and G. For this reason, it was observed
that the behavior of the dynamics can be estimated by ∇F, which, in vector form, can be
expressed by ∇F =< f ′1, . . . , fn >.

Then, the similarity between the system dynamics is denoted by e in the interval
t ∈ (d, e) as

ei( fi, gi; d, e) =
∫ e

d
f ′i (t)− g′i(t) · dt, (3)

and, consequently, the dissimilarity of the system is denoted by

d(F, G) = || < e1( f1; d1, e1), . . . , e1( fn; dn, en) > ||, (4)

where F and G are the dynamics of a function. Since Equation (3) assumes that f ′i (t) > g′i(t),
it can be rewritten as

Mij( fi, gi; d, e) = max{ei( fi, gi; d, e), ei( f j, gi; d, e)},
mij( fi, gi; d, e) = min{ei( fi, gi; d, e), ei( f j, gi; d, e)}.

(5)

If the functions fi and gi have intersections, then it is possible to define C = {c1, c2,
. . . , ch} as the ordered intersection of points from the lowest to highest, where ∀ck∈C∧ck∈(d,e)
( fi(ck)− gi(ck)) = 0. In this way, Equation (3) can be expressed in terms of XC as follows:

dij( fi, gi; d, e) = (Mij( fi, gi; d, xc1)−mij( fi, gi; d, xc1)) + . . .

= +(Mij( fi, gi; xch, e)−mij( fi, gi; xch, e),
(6)

where Equation (6) represents the measure of similarity between fi and gi in the interval
(d, e), thus expressing Equation (3) in a parametric way as follows:∫ e

d
||( f ′i (t)− f ′j (t))||ds, (7)

and representing each fk as the representative points of each trajectory as follows:

fk = [ fi1, fi2, . . . , fim]
T . (8)

For more details, check Appendix A.
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4.2. The Proposed Metric and Its Relationship with the Metric L1

This section shows how the proposal in specific circumstances becomes equivalent to
the L1 metric. This becomes important because, in several scenarios, it will improve and
simplify its computation, speeding up the process of trajectory querying. The scenario in
which this becomes equivalent is whenever the similarity criteria are approximated as a
linear polynomial.

The proposed metric can be seen as a composition of the metric L1, but it produces
different results in some aspects. Establishing whether two metrics are equivalent makes
sense if the generated topological space has the same shape. The main difference between
the two metrics is the domain and how the data are taken for comparison.

The metric L1 takes the data in domain Rm, subtracts for all components, and takes
the absolute value. The proposed metric has its domain in Pm, but the difference is the
sense of instantaneous change, which coincides with the differences in the behavior of the
trajectories. In this sense, metric L1 can be seen as a particular case of the proposed metric
when a first-order polynomial function represents the trajectories.

The proof is as follows: in having two functions fi(x), f j(x) ∈ P1 with the form
fi(x) = aix + c; f j(x) = ajx + c in the interval (0, 1) ∈ R, suppose fi(x) > f j(x). The
degree of similarity of these functions is calculated by

di f fi f j
(0, 1) = (M fi f j

(0, 1)−m fi f j
(0, 1))

= max(I( fi, 0, 1), I( f j, 0, 1))−min(I( fi, 0, 1), I( f j, 0, 1))
= max(ai, aj)−min(ai, aj).

(9)

The second step is true because the derivative of any polynomial of degree 1 is the
coefficient of the first-order term, and its area over the interval is the same coefficient. In the
third step, we have max(a, b)−min(a, b) =‖ a− b ‖, where ‖‖ is the absolute value. We
can rewrite the expression as di f fi f j

(0, 1) =‖ ai − aj ‖. Then, the proposed metric presented
in a polynomial of degree 1 is the same as metric L1, which we wanted to prove as being a
particular case.

5. Proposed Metric Application

The proposed similarity measure is suitable for analyzing the trajectories of moving
objects found in a scenario from which information is acquired through one or more sources
of information (cameras). In these scenarios, the curves are smooth and can be well-fitted by
a low-order polynomial. Let us define a trajectory of a moving object as g = {p1, p2, . . . , pn},
where each pn represents the centroid of the defined object as pn = (xn, yn, tT

n . Parametric
curves can model this trajectory as follows:

f (t) = [gx(t), gy(t)]T , (10)

where t represents the sampling. Hence, we take, as an example, defining a second-order
polynomial in such a way that the representative parametric functions of the trajectory
are as follows: gx(t) = a0 + a1X + a2X2 y rx(t) = b0 + b1X + b2X2. These were calculated
using the least squares method, a simple and well-established method in the literature.

Suppose we have two trajectories, g and r, for which we want to calculate similarity
using the proposed metric. If we take one of the components of each path on the same
axis, we have gx and rx, which are defined by a second-order polynomial like gx(t) =
a0 + a1X + a2X2 and rx(t) = b0 + b1X + b2X2.

The proposed metric analyzes the behavior of the data and is invariant to the starting
point of the trajectories. For this reason, the derivative of the functions is calculated as
gx(t) = a0 + a1X + a2X2 y rx(t) = b0 + b1X + b2X2. Both curves intersect at xc = a0−b0

2(a1−b1)

for all a1 6= b1. If xc ∈ (d, e), then Equation (6) can be rewritten as

di fgx ,rx (d, e) = (Mgx ,rx (d, xc)−mgx ,rx (d, xc))+
(Mgx ,rx (xc, e)−mgx ,rx (xc, e)).

(11)
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Figure 9 graphically shows the calculation performed using the proposed metric for a
component of two different trajectories, where the shaded area is the area to be calculated.

The same process is repeated for each component of the trajectories, thus leaving the
similarity defined by ‖ D ‖, where D can be expressed for two components as

D =

[
dgx ,rx

dgy ,ry

]
. (12)

The metric expression has been reduced to a simple expression with parameters fi, f j,
d, and e, which are functions to be compared and the interval limits in which they coincide.
The computational complexity of the last expression is in the order of O(k), where k is
a constant.

Figure 9. Representation graphics of the proposed metric.

6. Augmented Reality for Querying and Visualization Data

Augmented reality systems have shown a novel way through which to visualize
information, allowing for direct interaction between the real world and virtual elements
that can be added to enrich the information contained in a scenario. The importance of
using feedback through augmented reality in this work consists of generating queries
and visualizing information in real-time to obtain a different analysis and interpretation
by being present directly in the scenario where the trajectories of the objects of interest
were raised.

In this work, the results obtained in the queryings were displayed via augmented
reality through a client–server model. This model consists of a device (client) that helps to
generate reference trajectories in the scenario where information on movement dynamics
was previously acquired; these reference trajectories are sent and processed in a central
unit (server) that returns the results for display to the device.

An application developed in Unity3D was installed on the device, which is designed
to work in the global space that is generated where the trajectories of moving objects are
mapped. Figure 10 shows roughly how the application works. First, the reference trajectory
was created in the unified space, as shown in Figure 11, and then the trajectory information
was sent to a central unit (server) that contains the trajectory data repository. In the same
central unit, all the processing was carried out to calculate the similarities between the
trajectories stored in the data repository, and the resulting information was then sent back
to the application for viewing.
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Figure 10. Breakdown of the creation of the reference trajectory—result visualization.

Figure 11. Process of creation of the reference trajectory—result visualization. Blue dots represent the
construction of the reference trajectory created by the user. The QR code is the active mark necessary
for the augmented reality application.

The communication between the developed application and the central unit was
carried out by employing the TCP/IP protocol. The reference trajectory was encoded in a
string message that traveled to the central unit; it was decoded for use in comparison with
the trajectories stored in the data repository, and the ordering was performed according to
the metric used. The five most similar trajectories to the reference were selected, encoded
again in a message type string, then they traveled back to the application where they were
decoded again for use, and then the results were displayed in augmented reality, as seen
in Figure 12a,b.

For the performance of the augmented reality application, the following points can be
commented on:

1. Communication: The complete system is provided by Ethernet communication. The
video cameras are Ethernet interfaces. The communication is achieved via a 1 Mbps
camera streaming. The Ethernet infrastructure becomes a 1 Gb Ethernet VPN. Simul-
taneously, we process two cameras, which, in peak situations, give around 20 Mbs
sustained in continuous streaming.

2. Computation of data for storage: The backend server aims to execute the tracking
algorithm and store it in the global reference space. The transformation in a global ref-
erence space becomes complex because the cameras become fixed, and the projection
is based on the active markers in the scenario. Once the camera computes the matrix
projection, it becomes fixed until the camera position or orientation changes.
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3. Computation of data for querying: This process involves the client (personal gadget)
and requires sampling in a field of view of the orientation into the scene. A client
app captures the trajectory for querying after locating the active markers. Projec-
tion markers are commutated to transform into active markers and global reference
space. This operation is performed once after capturing the trajectory to be consulted
as a reference.

4. Displaying process: This represents the most intensive resource because the position
and orientation are continuously checked; the current camera orientation is continu-
ously projected onto the trajectory into the reference space that communicates similar
information to the server.

5. The displaying process represents a 3D view that uses the client’s current GPU or
graphic interface. This operation becomes limited by the client and trajectory com-
plexity dynamics expressed in the device. On the other hand, the backend server
computes the similarity of the trajectories and sends the point trajectories to be shown
on the device.

(a)

(b)
Figure 12. (a) Server: communication process. (b) Client: communication process.

7. Results

The work was designed for application to any metric that can compare vectors of
different lengths, such as those found in [27,66–70]. To prove the validity of the proposed
metric, tests were first carried out with the trajectories being generated through a code
developed in MATLAB; the trajectories were mapped to the global space such that the
coordinates could be expressed in millimeters. The objective was to make a comparison
with a widely used metric to compare data of different lengths, such as the Hausdorff
distance [71]. Figure 13 shows the two trajectories to be compared.

The process was carried out by applying the proposed metric where an orthogonal
analysis was carried out for each trajectory, as well as by dividing the information into its
components, “x” and “y”. Subsequently, the derivative was applied, as shown in Figure 14.
An adjustment of them was calculated by applying the least squares method, and Figure 15
summarizes the abovementioned process. Finally, the proposed metric and the Hausdorff
distance were applied, and a notable difference in the results was obtained.

Figure 16 shows the two trajectories to be compared. The third figure has two equal
trajectories only out of phase in space, so it can show how the proposed metric works since
it analyzes the dynamics of the data, which is why the value obtained should be equal to or
very close to zero. Table 3 shows the results of each of the tests carried out by applying the
same metrics.
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Figure 13. Trajectories to compare.

Figure 14. Process of the proposed metric.

Figure 15. Breakdown of the proposed metric.
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Figure 16. Example trajectories to compare.

Table 3. Results of the comparative proposed metric vs. the Hausdorff.

Trajectories Proposed Metric Hausdorff

Trajectories in Figure 13 118.12 units 8.80 units

Trajectories in Figure 16, first 10.00 units 20 units

Trajectories in Figure 16, second 19.14 units 0 units

Trajectories in Figure 16, third 5.6843× 10−12 units 10 units

Trajectories in Figure 16, fourth 27.64 units 10 units

Once the validation of the proposed metric has been reviewed by comparing it with
one of the metrics used in the literature, its implementation is carried out through real-time
query generation that is applied augmented reality. The reference trajectory generation was
carried out on the tablet gadget so that it could be sent to the central unit where a metric
was applied and the results were displayed. Figure 11 shows an example of elaborating a
reference trajectory in the augmented reality application.

A spatial metric tolerant to trajectories of different lengths was applied first to obtain
results and to compare them with the proposed metric. As mentioned before, the Hausdorff
distance metric was used. Figure 17 presents the results when applying this metric, and it
shows a three-dimensional space that exemplifies the trajectories seen through augmented
reality, where each one of them can be shown in an orderly manner starting with the
one most similar to the reference followed by a less similar one (performed according to
the similarity results obtained with the metric used). The user generates the blue color
trajectory, which is the reference trajectory. Based on the results and the study of the
Hausdorff distance, it can be seen that, with a spatial metric, the results are trajectories
closer to the reference user generated.
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Figure 17. Graphical representation of the result with Hausdorff. The colorful dots represent the
different trajectories most similar to the reference, where dots in magenta color are the reference
trajectory generated by the user.

The proposed metric differs from the metrics that are currently better known and
used in the literature because it analyzes the trajectory dynamics. By making use of the
derivative of a polynomial of degree n, it can be assumed that the analysis is about the
behavior of the trajectory, and that it positions the trajectories to be compared at a point of
origin, thus eliminating the translation that exists in the difference between one trajectory
and another. For this reason, it does not matter that, spatially, the distance between a
trajectory similar to the reference is very far away in the plane.

When applying the proposed metric, Figure 18 shows the results of the first query seen
from the tablet gadget, and it shows two different trajectories in red and blue; the trajectory
in blue is the reference trajectory, while the trajectory in red is the most similar according to
the applied metric. In Figure 19, the five trajectories most similar to the created reference
are graphically shown; each of them can be viewed in the augmented reality application in
an orderly manner. For practical purposes, it is displayed one by one; however, with some
quick changes to the source code, more similar trajectories can be displayed simultaneously.

Each color represents a different trajectory, with the magenta color being the reference
trajectory created from the augmented reality application. Figures 20 and 21 show the new
query made and the results.

Figure 22 shows the results of the querying, and they were displayed in the real world
through the augmented reality application generated for this work.

Figure 23 shows several of the queries that were made applying the proposed metric,
where the magenta trajectory represents the trajectory generated through augmented reality.
These results are shown in 3D graphs for practicality to show all of the points that represent
the trajectories found in the data repository (which stores the trajectories captured by the
objects of interest).

In addition to the results shown when applying the metrics, the topological space
created when applying the proposed metric can be shown. In Section 5, it was explained
that each trajectory is parameterized so that there are two orthogonal components to
analyze. There is a representation that employs a parametric function on the x axis and
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an expression by a parametric function on the y axis; when the parametric functions are
analyzed independently, a valid rule was applied to obtain the result of the similarity
according to the dynamics generated by the trajectories to be compared. Figure 24 shows
the topological space generated from the reference trajectory when performing the query
with the data repository.

Figure 18. Results from applying the metric proposal. Blue dots represent the reference trajectory
created by the user, and red dots represent a similar trajectory as from the reference. The QR code is
the active mark necessary for the augmented reality application.

Figure 19. Graphical representation of the results (Query 1). The colorful dots represent the different
trajectories most similar to the reference, where dots in magenta color are the reference trajectory
generated by the user.
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Figure 20. Results of applying the metric proposal and visualization through augmented reality. The
blue dots represent the trajectory created by the user, and the red dots represent one of the most
similar trajectories according to the applied metric. The QR code is the active mark necessary for the
augmented reality application.

Figure 21. Graphical representation of the result (Query 2). The colorful dots represent the different
trajectories most similar to the reference, where dots in magenta color are the reference trajectory
generated by the user.
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Figure 22. The Figure shows new results by applying the metric proposal and visualization through
augmented reality. The blue dots represent the trajectory created by the user, and the red dots
represent one of the most similar trajectories according to the applied metric. The QR code is the
active mark necessary for the augmented reality application.

Figure 23. Graphical representation of the results. The colorful dots represent the different trajectories
most similar to the reference, where dots in magenta color are the reference trajectory generated by
the user.



Appl. Syst. Innov. 2024, 7, 1 21 of 27

Figure 24. The topological space of the proposed metric. The blue dots represent different trajectories
ordered according to the proposed metric, where the dispersion is obtained when a dynamic analysis
is realized.

It also follows that, regardless of the scenario to be analyzed, the number of dynam-
ically different trajectories tends to be limited and generates classes. For the trajectories
stored in the data repository and the reference trajectory used, Figure 25 shows the number
of classes that can be obtained with this information.

Figure 25. Generated classes from the reference. The colorful circles represent different classes
obtained from applying the proposed metric and analyzing the dynamic of trajectories.

8. Discussion

Multi-camera systems have proven to be versatile and passive tools for detecting
information of interest; however, the amount of information acquired has grown exponen-
tially and has made its analysis a significant challenge when determining patterns and
behavior within the monitored scenarios. The techniques and models used for analysis
are increasingly new but simultaneously more complex because they require the help of
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advanced technology for their application and visualization, and this is in addition to
generating heterogeneous information that is difficult to compare or manipulate.

In the present work, a way in which to work with heterogeneous information was
sought by mapping it onto a global space with the help of methods that are widely used in
the literature, such as homography, as well as by proposing a new metric to compare said
information (achieved by taking the dynamics as a reference for the movement of objects
of interest (pedestrians)). This provides a metric that does not focus on the temporal or
spatiotemporal analysis that exists in the literature. Likewise, an application was developed
to create reference and visualization information within the vision space of a test camera
system, with excellent results showing the real-time queries of trajectories similar to the
generated reference.

As there were implementation issues, the proposal involves a central server, which
stores and creates the global space that is projected in each camera’s field-of-view motion
data storage, as well as projects the current camera view of the query information made
for a mobile device. The communication occurs over a VPN, where the server responds
as a service for querying, and the communication is given by exchanging Jason files that
provide the tuples of the trajectories required.

This approach elevates technologies to manage several information sources, and it
represents all data in a common workspace once the common workspace is used as a global
reference for which external queries become possible. In the proposal, queries become
visual and are relative to the observer position projecting into the global space. One of the
differences that was proposed when carrying out this work was the parameterization of
trajectories generated by people within the test space that was built for the development of
this research. In this case, they were parameterized using the least squares methodology,
which represented the trajectories as square functions because, normally, the trajectories
that are generated have smooth curves. In addition, analysis via orthogonal components
was used to show that the metric applies to an n-dimensional space, and that it relates to
the results at the end by calculating the magnitude of the orthogonal components obtained.
As a result, the difference in dynamics between the trajectories was compared. This
methodology is innovative as it applies the derivative of the function that is represented
to the trajectories independently, thus eliminating spatiality and the integral as a means
of defining the area between the trajectories, thereby allowing for an analysis of the data
behavior. Additionally, the similarity function is useful because it provides a way through
which to match the heterogeneous information stored in a global space.

Future work will include the following:

• The possibility of representing the movement dynamics with polynomials of a differ-
ent order.

• The application of the arc length technique.
• The homogenization of information with passive marks to use information through

augmented reality.
• The incorporation of more sources of heterogeneous information.
• Dynamically selecting markers to orientate the systems.

9. Conclusions

In artificial vision systems, many challenges must be addressed to achieve an informa-
tion unification that is better for interpreting the events occurring in specific settings. In the
case of distributed systems, one of the biggest challenges is the fusion of information from
different sources (cameras), which is needed to compare heterogeneous information. In the
present work, the authors tried to explain that having a distributed system can obtain better
coverage of the area from which data can be acquired, thus increasing the complexity of the
information analysis considerably. By proposing a way through which to generate a global
space, mappings of different spaces can be made to compare heterogeneous information
and develop a unified space that allows information to be fed back by applying a valid
metric. Finally, the interactive visualization of data provides a different way of presenting
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the results to improve their interpretation directly in the real world. The use of augmented
reality as a means of generating and displaying information allows for, in a novel way, real-
time analysis to be carried out directly in the space where pedestrians generate trajectories;
this could be applied in video surveillance systems to compare the unusual trajectories
related to criminal acts by showing the trajectory generated by a specific person.
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Appendix A

To be a metric, Equation (6) must satisfy the following four properties:

1. d(x, y) = 0⇔ x = y, i.e., the distance from a point to itself is zero;
2. d(x, y) ≥ 0 positivity;
3. d(x, y) = d(y, x) symmetry;
4. d(x, z) ≤ d(x, y) + d(y, z) triangle inequality.

Demonstration of the properties with the proposed metric.

1. dii(d, e) = 0. According to Equation (5), the term on the left can be expressed as
follows: Mii(d, e)−mii(d, e) = 0. Expanding the terms, we have

max(I( fi, d, e), I( fi, d, e))−min(I( fi, d, e), I( fi, d, e)) = 0. (A1)

In general terms I( fi, d, e) = k, so, by substituting it into Equation (A1), it follows that
max(k, k) = k y min(k, k) = k—in other words k− k = 0.

2. dij(d, e) ≥ 0. Si dij(d, e) = 0. If dij(d, e) = 0, then, at that time, dii(d, e) = 0; otherwise,
the first term on the left can be expressed as Mij(d, e)−mij(d, e) ≥ 0. Expanding the
terms, we have

max(I( fi, d, e), I( f j, d, e))−min(I( fi, d, e), I( f j, d, e)) ≥ 0. (A2)

Again, generally I( fi, d, e) = k y I( f j, d, e) = l. Using Equation (A2), we have the
following options:

• k > 0 y l < 0. Becomes k > l.
• k > 0 y l > 0. Then max(k, l)−min(k, l) > 0.
• k < 0 y l < 0. Becomes max(k, l)−min(k, l) > 0, because k y l are negatives.
• k < 0 y l > 0. Then l > k.

3. dij(d, e) = dji(d, e). The left-hand term can be expanded to dij(d, e) = Mij(d, e) −
mij(d, e); dji(d, e) = Mji(d, e)−mji(d, e). Applying the auxiliary function defined in
Equation (5), we can rewrite this as follows:

dij(d, e) = max(I( fi, d, e), I( f j, d, e))−min(I( fi, d, e), I( f j, d, e))
dji(d, e) = max(I( f j, d, e), I( fi, d, e))−min(I( f j, d, e), I( fi, d, e)).

(A3)
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Assuming that I( fi, d, e) = k y I( f j, d, e) = l, then Equation (A3) can be represented as:

dij(d, e) = max(k, l)−min(k, l)
dji(d, e) = max(l, k)−min(l, k),

(A4)

so that dij(d, e) = dji(d, e) can be expressed by

max(k, l)−min(k, l) = max(l, k)−min(l, k). (A5)

If k > l
k− l = k− l. (A6)

If l > k
l − k = l − k. (A7)

If k = l
k− l = 0
l − k = 0

∴
0 = 0.

(A8)

4. dik(d, e) ≤ dij(d, e) + djk(d, e). The expression on the left can be rewritten as follows:
[max(I( fi, d, e), I( fk, d, e))−min(I( fi, d, e), I( fk, d, e))] ≤ [max(I( fi, d, e), I( f j, d, e))−
min(I( fi, d, e), I( f j, d, e))] + [max(I( f j, d, e), I( fk, d, e))−min(I( f j, d, e), I( fk, d, e))]
Assuming that I( fi, d, e) = Ai, I( f j, d, e) = Aj, I( fk, d, e) = Ak, then only one of the
following cases is possible:

(a) Ai > Aj > Ak : Ai − Ak ≤ (Ai − Aj) + (Aj − Ak);
(b) Ai > Ak > Aj : Ai − Ak ≤ (Ai − Aj) + (Ak − Aj);
(c) Ak > Ai > Aj : Ak − Ai ≤ (Ai − Aj) + (Ak − Aj);
(d) Ak > Aj > Ai : Ak − Ai ≤ (Aj − Ai) + (Ak − Aj);
(e) Aj > Ai > Ak : Ai − Ak ≤ (Aj − Ai) + (Aj − Ak);
(f) Aj > Ak > Ai : Ak − Ai ≤ (Aj − Ai) + (Aj − Ak).

With these verifications, it was concluded that dij(d, e) is a metric, which is what we
wanted to demonstrate.
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