
Citation: Bellantone, V.; Surace, R.;

Fassi, I. Experimental Uncertainty

Evaluation in Optical Measurements

of Micro-Injection Molded Products. J.

Manuf. Mater. Process. 2024, 8, 21.

https://doi.org/10.3390/jmmp8010021

Academic Editor: Geoffrey R. Mitchell

Received: 13 December 2023

Revised: 18 January 2024

Accepted: 24 January 2024

Published: 26 January 2024

Copyright: © 2024 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

Manufacturing and
Materials Processing

Journal of

Article

Experimental Uncertainty Evaluation in Optical Measurements
of Micro-Injection Molded Products
Vincenzo Bellantone 1,* , Rossella Surace 1 and Irene Fassi 2

1 STIIMA-CNR, Institute of Intelligent Industrial Systems and Technologies for Advanced Manufacturing,
Consiglio Nazionale delle Ricerche, Via Lembo 38/F, I-70124 Bari, Italy; rossella.surace@stiima.cnr.it

2 STIIMA-CNR, Institute of Intelligent Industrial Systems and Technologies for Advanced Manufacturing,
Consiglio Nazionale delle Ricerche, Via Corti 12, I-20133 Milano, Italy; irene.fassi@stiima.cnr.it

* Correspondence: vincenzo.bellantone@stiima.cnr.it

Abstract: Optical measurements are increasingly widely used as preferential techniques to evaluate
dimensional and surface quantities in micro-products. However, uncertainty estimation is more
critical on micro-products than macro, and it needs careful attention for evaluating the obtained
quality, the requested tolerance, and the correct setting of experimental process settings. In this
study, optical measurements characterized micro-injected products by linear and surface acquisition
and considered all the sources contributing to uncertainties. The results show that the measure
uncertainty could be underestimated if only the standard deviation on simple measurements is
considered; this could cause a significant restriction of the estimated range covering the measured
values. Furthermore, the findings confirm that the correct evaluation of the potential uncertainties
contributes to accurately assessing the process behavior and improving product quality.

Keywords: micro injection molding; flow length; roughness; optical metrology; uncertainty

1. Introduction

The achievable accuracy and precision are the advantages of the micro-injection
molding process. A favorable cost-time ratio makes this process desirable in several
applications ranging from the automotive to the biomedical, from the aerospace to optics
and communications [1,2]. The high, achievable quality in micro-parts manufacturing
requires more extensive attention in evaluating linear dimensions and surface properties,
mainly 3D amplitude parameters focused on surface roughness, than a macro product;
hence, a suitable evaluation of the measurement procedure’s uncertainties is necessary.
Stylus profilers were the elected contact instruments used for measuring dimensions and
texture. Coordinated measuring machines (CMMs) are widely used and commonly consist
of three fundamental components, the machine, the measuring probe moving across the
surface, and the control system with appropriate software. They can measure various
geometrical characteristics for size, form, location, orientation, and roughness. In particular,
the measurements are suitable when complex measurement tasks of a workpiece must
be made [3]. Many researchers have estimated CMM measurement uncertainty in the
last decade, as reported in references [4–6]. But, although the stylus instrument returned
generally accurate and repeated the data, there is potential damage to the surface that
could depend on the measurement force, the stylus tip size, and the surface hardness.
The accuracy of CMMs has been continuously optimized and improved over the last
decades. Still, the positional errors of 3D measurement points are inevitably affected by
machine geometric errors, and this could become a significant measurement uncertainty
contribution [7]. The atomic force microscope (AFM) [8] is the most accurate contact
instrument for surface morphology acquisition. However, it is a costly and time-consuming
method to address the area to scan with a z extension lower than 1 µm.
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With the emergence of more reliable and efficient optical measurement techniques,
optical instruments are increasingly being used, and comparisons between contact and
contactless methods were performed to highlight the corresponding advantages and dis-
advantages. Chin and Bharat [9] compared surface roughness measurements by a stylus
profiler, an AFM, and an optical interferometric profiler. They suggested carefully choosing
the scan size and sampling interval for the optical method and a tip radius of 0.2 µm for the
stylus for measurement on a glass-ceramic substrate. They concluded that the AFM was the
most suitable surface measuring instrument; in contrast, the stylus could produce localized
damage to the test surface. Vorburger et al. [10] tested periodic grating and random rough-
ness standards and concluded that for surfaces having Ra about 500 nm, both the optical
technique and stylus profiler provide the same results. In contrast, for lower values, only
the phase shifting interferometry is in moderately good agreement with measurements
obtained with the stylus method (AFM). Garcia et al. [11] compared the measurement
characteristics of the confocal microscope with a portable stylus profilometer using a Monte
Carlo method to calculate the uncertainties with the roughness parameters. The authors
found that the stylus profilometer presented the most reliable results with the highest
measurement speed and least complex algorithm. At the same time, the confocal method
showed higher vertical and horizontal resolution than the adopted stylus profilometer.

The size and properties of micro-injection products are usually in the range of nanome-
ters to micrometers. Consequently, optical instruments are currently the most eligible
equipment and have been paid close attention by researchers [12,13]. Generally, optical
techniques are faster than stylus measurements, have different operating principles [14],
and can reach the same accuracy and precision as long as rigorous use protocols are fol-
lowed [15]. Recently, a standard measurement procedure has been established [16]. This
standard allows to overcome a limit of stylus profilers in determining surface parameters
for samples or parts of them that are not reachable by the stylus without the damage of
the sample.

As other processes needing accurate analysis, also the measurement process must be
characterized and standardized even if the uncertainty evaluation is a lengthy procedure;
in particular, Leach et al. [17] highlighted that uncertainty for areal surface topography
measurements should not have received appropriate attention from the research commu-
nity and almost no consideration from industrial users since now. Standard procedures are
limited to repeated measurements on a selected produced sample, neglecting important
uncertainty sources that could make the quality evaluation of process and product less
effective. Recently, several efforts have been made to estimate uncertainties in optical
measurements, and some authors have proposed different methods for uncertainty de-
scription. Bernstein et al. [18] described a measurement uncertainty analysis for an optical
multi-sensor system for the in-line inspection of concave extruding profiles by examining
all the possible uncertainty sources of the system like dust, object vibrations, illuminations’
pitch error, and extraneous light. They stated that the analyzed system is suitable for
adequately achieving accurate and precise measurements in an industrial environment.

In the uncertainty contributes collection, it is also necessary to consider the sources
generated by the optical inspection system integrated into a process line production. Ye
et al. [19] report an uncertainty investigation using an on-machine areal measuring instru-
ment based on the chromatic scanning principle by considering noise, flatness deviation,
amplification coefficient, and linearity deviation (calibration parameter in step height
measurement) [13]. They identified a systematic uncertainty quantification for this online
machine measurement. Grochalski et al. [20] presented the uncertainties due to lighting
type and direction on measurement surface asperities using focus-variation microscopy
and the effect of a light polarizer on the surface topography parameters. They showed that
the most favorable conditions for measurement were with lighting coming from the lens or
parallel lighting from a ring with a careful positioning of the sample relating to the axis of
the profilometer’s table; differences were found in the measurements using the polarizer
about the sample, which has a directional surface structure. Among the studied surface pa-
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rameters, Ra is the least affected using the polarizer. Also, the choice of the optical method
to use could introduce uncertainties in measurements, as Walczack et al. [21] determined in
comparing a focus variation, coherence scanning interferometry, and confocal microscopy
techniques; the authors found results that a hybrid approach, the confocal fusion, was the
most reliable and accurate for the surface morphology calibration. Wang et al. [22] present
an uncertainty analysis method for a fiducial-aided calibration and positioning system to
provide an approach to transform the accuracy of high-precision off-machine measure-
ment equipment to the machine tool during working; the proposed model to “transform”
accuracy is adequate and highlights that the lower accuracy of the machine measuring
system has a significant influence on the accuracy of the whole system sensible to different
uncertainty sources. Genta et al. [23] developed an original framework to evaluate the
measurement uncertainty of some currently validated methods available to measure small
wear volumes on complex topographies by combining metrological characteristics of mea-
suring instruments and statistical modeling of evaluation procedures. Haitjema [24] gives
an overview of the problems that appear when uncertainties have to be associated with the
values that are derived from surface topography measurements and suggests a practical
solution by considering the main aspects, as given in ISO 25178 standards series [16], and
applying these to measured surface topography.

Beyond the applied methods, the optical instrument calibration could introduce a
bias in uncertainties, and practical strategies are necessary to overcome the question [25].
Baruffi et al. [26] successfully adopted uncertainty estimation by adapting the ISO 15530-3 [27]
method, conceived for CMM measurements, to optical measurements to reduce compli-
cations that a total uncertainty estimation would introduce [24]. This approach uses a
substitution method to estimate the instrument uncertainty by repeated measures on a
calibrated artifact similar to the part to be measured. It allows authors to evaluate indirectly,
by the replica molding method, the surface and geometry of micro-milled components.
Furthermore, Baruffi et al. [28] also individuated process parameters’ effects on the dimen-
sional variation of micro-injected gear dimensions by adequately evaluating the uncertainty
related to the optical measurement instruments used.

In this scenario, the present paper proposes a standardized procedure for uncertainty
evaluation of micro-components. The paper experimentally investigates the uncertainty
sources involved in a one-dimensional measurement acquired by an optical instrument on
polymer micro-molded parts and the corresponding expanded uncertainty; then, expanded
uncertainty is assessed for the optical measurement of surface texture parameters. Suc-
cessively, a comparison between the expanded uncertainty evaluated in one-dimensional
measurement and surface texture is performed. The paper is organized as follows: base
concepts of uncertainties applied in this work are presented in the next Section 2; then,
materials, instruments, and methods are reported in Section 3. Finally, results are shown,
discussed, and then briefly resumed in the conclusion.

2. Elements of Uncertainty

According to the Guide to the Expression of Uncertainty in Measurement (GUM) [29],
uncertainty is the parameter associated with the result of a measurement that characterizes
the dispersion of the same values that could reasonably be attributed to the measurand;
the knowledge of this parameter affects the evaluation of a manufacturing process and
realized products.

The correct assessment of uncertainty is complex due to the multiple sources that could
contribute to its definition, and these sources should be identified. Type A evaluation of
uncertainty refers to the amount evaluated by statistical analysis of a series of observations,
type B collects all uncertainties not assessable via statistical analysis. Both types contribute
to the increase of a measure uncertainty and have to be considered to obtain more reliable
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results; in general, if the estimate of quantity (y) depends on independent different amounts
(xi), the corresponding combined standard uncertainty uc(y) is given by:

uc(y) =
√

∑n
i=1 u2(xi), (1)

This uncertainty could be used to fix an interval with a defined probability to expect
the measurand in comparison to a normal distribution by multiplying it by a coverage
factor k, and so the expanded uncertainty is:

U = kuc(y), (2)

which allows the evaluation of the interval y ± U, covering all the measurements y with a
chosen confidence level expressed by the k factor.

Type A uncertainty sources are mainly related to the operator, measurement, and
measurement processes.

Type B uncertainties are mainly due to the instruments, thermal effects, the adopted
material batch, and the production process.

The flow chart in Figure 1 summarizes mainly uncertainty sources to be considered,
and that, in the following section, will be stated for our study.
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Figure 1. The flow chart shows the primary sources for evaluating the expanded uncertainty.

3. Materials and Methods
3.1. Machine, Material, and Instrument

The uncertainty evaluation of the optical measurements of micro-injected products
was performed by considering micro-plates as a reference part. The design and dimensions
(in mm) of the micro-plate cavity, the entire mold, and the realized sample are shown
in Figure 2. The plate cavity has a rectangular geometry with a thickness of 100 µm
(Figure 2a). Its design, showing a high aspect ratio, presents a challenging shape to be filled
by the micro-injection molding process. The mold (Figure 2c) was micro-milled by the
Evo machine (KERN, Eschenlohe/Murnau, Germany), while the micro-cavity (Figure 2b)
was manufactured by the SX200 HP (SARIX, Sant’Antonino, Switzerland) micro-EDM
machine; more details can be found in [30]. Due to this previous work, the chosen mold
cavity surface roughness was selected to guarantee almost a partial cavity filling that could
present a severe condition to evaluate.

Polymer micro-plates were manufactured via a micro injection molding machine,
the DesmaTec FormicaPlast 1 K. This machine is characterized by a two-phase piston
injection unit that allows precise process control with small shot weights in the 10–200 mg
range. Pre-plastification and injection pistons have 6 mm and 3 mm diameters, respectively;
the highest injection pressure, volume, and speed values are 3000 Bar, 150 mm3, and
500 mm/s, respectively.
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The experiment’s chosen polymer is a semi-crystalline thermoplastic polyoxymethy-
lene POM (BASF Ultraform N2320 003); its main properties are reported in Table 1. POM
is particularly recommended in the micro-injection molding of samples with challenging
dimensions and sizes for its suitable properties: high hardness, stiffness, toughness, and
excellent dimensional stability. Before molding, POM was preconditioned at 110 ◦C for
three hours, as suggested by the manufacturer.

Table 1. Material properties.

Name Trade Name Grade Manufacturer MVR
(cm3/10 min)

Density
(kg/m3)

Polyoxymethylene Ultraform N2320 003 Basf 7.5 1.4

Optical images and measurements were obtained via confocal microscope CSM 700
(ZEISS, Milan, Italy) by using the Z-scan acquisition technique with the following setting:
objective lens 10× and z-resolution 1.5 µm for dimensional measurements; objective lens
100× and z-resolution 0.2 µm for surface measurements.

All the tests were carried out in a climatic chamber set at 20 ◦C and RH 50%. Measure-
ments were performed the day after molding in the same working session to guarantee
that samples were exanimated after experiencing the same ambient conditions.

3.2. Methods of Measurements and Uncertainty Evaluation for One-Dimensional Measurement

The uncertainty evaluation has been performed by measuring the length of molded
plates corresponding to the micro feature shown in Figure 1 along three axes parallel to the
melt flow and expanding from the gate until the end of the filled section, along the upper
and the bottom edges and the center of the micro-plate, as shown in Figure 3 and marked
by red arrows. Measured values were checked for outliers by implementing Chauvenet’s
Criterion. Successively, a Winsorization is applied to replace outliers due to measurement
and acquisition errors [31].

The type A uncertainty sources that have been considered are the following:

1. u0, generally associated with the operator;
2. ux, due to the operator relative to the specific geometry to measure, and it is associated

with the variable positions of the vertical lines (l and r Figure 2) needed for length
measurements;

3. um, due to the length values measurement;

while the type B uncertainty sources are:

4. ures, associated with the instrument resolution;
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5. ucal is the standard calibration uncertainty of the length standard;
6. up represents the standard uncertainty related to the reference standard measurement;
7. ut and uT, due to thermal effects;
8. uL is associated with variation in the used material or production process.
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The first source, uo, is associated with each operator’s variability in measuring samples.
To take account of that, ten measures were performed on the upper edge of the same part,
and the uncertainty was evaluated as the experimental standard deviation of the mean:

uo =
s√
N

, (3)

where s is the standard deviation of the N measures.
The second term of uncertainty collection introduced the variability in measurements

due to the position of extreme settings (lines l and r at the start and end of the sample)
needed for evaluating the sample length. To consider this contribution, each line was fixed
and ten replicated measurements were performed on the same sample by varying one line
at a time. The uncertainties due to the positions were evaluated also as ux1 = s1√

N
and

ux2 = s2√
N

and could be considered independent of each other’s, then:

ux =
√

u2
x1 + u2

x2, (4)

The third contribution is the uncertainty due to the measurement (um) evaluated by
the standard deviation on ten measurements on ten different samples for the three selected
lengths: upper, central, and bottom ones parallel to the melt flow direction, as mentioned.

The fourth source is the instrument resolution (ures) that was evaluated as a rectangular
distribution depending on the resolution r of the manufacturer datasheet:

ures =
r

2
√

3
, (5)

The fifth and sixth sources are referred to the calibration uncertainty of the length
standard and the standard uncertainty related to the measurement procedure, respectively.
The former is a certified data, and the latter is calculated as the standard deviation of ten
repeated measurements on the calibrated standard.

The seventh contribution is the thermal effect, which can affect the uncertainties, too.
Thermal expansion was considered both occurring during the several days used for per-
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forming all the measurements uT and during the acquisition time of a single measurement
ut. Thermal expansion ∆L was evaluated as:

∆L = Lα∆T, (6)

where α is the material linear thermal expansion coefficient. Successively, ∆L was used to
evaluate the uncertainty as half-amplitude of a rectangular distribution:

uT =
∆LT

2
√

3
, (7)

ut =
∆Lt

2
√

3
, (8)

The last uncertainty contribution is due to the production process and to the different
material batches used during production; it was evaluated as a rectangular distribution
with the difference between the maximum and minimum size measured for the length as:

uL =
Lmax − Lmin

2
√

3
, (9)

Finally, the expanded uncertainty was evaluated with the factor k = 2 for a 95%
confidence level as:

U = 2
√

u2
0 + u2

m + u2
cal + u2

p + u2
res + u2

T + u2
t + u2

L, (10)

Hence, the value of the considered quantity, the sample length, can be regarded as the
sum of the mean value ± the expanded uncertainty U:

L = L ± U, (11)

3.3. Method of Measurements and Uncertainty Evaluation for Surface Measurement

In addition, to evaluate the uncertainty sources’ contribution in measuring one-
dimensional quantity (sample length, as shown), the uncertainties were also assessed
by measuring a surface characteristic such as the surface roughness of the sample. Figure 4
shows the five red areas used for measurement; each area is equivalent to the microscope
field of view, 117 µm × 94 µm, at the observation setting. These areas are the last filled
regions by melt flow. Thus, they present the most variable surface characteristics due to
the difficulty of the polymer in flowing and correctly filling the last thin section before
solidifying [32].
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The uncertainties associated with surface roughness measurement were evaluated
following ISO standard (15530-3) and successfully applied to optical measurements in [15].
The combined uncertainty related to the measurements performed with confocal micro-
scope uc can be expressed as:

uc =
√

u2
cal + u2

p + u2
res, (12)

where:

• ucal is the standard calibration uncertainty of the roughness standard;
• up represents the standard uncertainty related to the measurement procedure and is

calculated as the standard deviation of ten repeated measurements on the calibrated
standard;

• ures is the resolution uncertainty related to the confocal microscope’s declared 1 nm
vertical resolution.

The expanded uncertainty USa can be evaluated as:

USa = k ×
√

u2
c + u2

S, (13)

where k is the coverage factor depending on the chosen confidence level, and uS is the
standard deviation of surface roughness (Sa) measured on ten samples.

4. Results and Discussion
4.1. Uncertainties in Length Measurements, Type A

The first uncertainty is due to the operator and was evaluated by the lengths of
10 repeated measurements on a single sample, randomly chosen, along the upper edge
(Figure 5); the mean value and standard deviation are 2349.054 µm and 2.360 µm, respec-
tively, and the evaluated uncertainty is u0 = 0.746 µm. It must be pointed out that also
for an expert operator, the absolute measured value ranges from about 10 µm, almost ten
times higher than the spatial x–y resolution (0.909 µm) of the microscope in the adopted
setting. This gap is mainly due to the difficulty in distinguishing the edges of the sample to
measure. The last filled part of the micro-plate has many irregularities due to the polymer
flow’s efforts to fill the cavity when it has increased its density due to the forthcoming
freezing. These irregularities exhibit different slope surfaces that do not allow a regular
light reflection under the microscope and contribute to making undefined part edges. To
better consider this difficulty as an uncertainty source, measurements were performed by
varying reference lines on the edges.
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Figure 6 shows the repeated measurements on a single sample performed by fixing one
extreme line and varying the other and vice versa, named left (l) and right (r), respectively.
This procedure accounts for the uncertainties that could arise from slight variations in
positioning the cursor on the screen to define the limit of the sample. The mean values
obtained are 2708.621 µm and 2709.980 µm, respectively, with the corresponding standard
deviation of 0.853 µm and 0.660 µm. The related uncertainties are 0.270 and 0.209, giving
a combined uncertainty of ux = 0.341 µm. The patterns do not show a trend; hence, the
independence of the measurements could be accepted. It is to be noted that this uncertainty
is less than the previous one, which is also due to the operator.
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Then, the lengths of ten randomly chosen samples were measured and displayed
in Figure 7; these samples were measured along the upper, bottom (a), and center (b)
lines. Results are summarized in Table 2. It is to be noted that the standard deviations of
the length measured along the edge having a filler radius (upper and bottom) are more
significant than those evaluated on the central line due to the difficulties of fixing the
reference setting during measurements at the rounded edge. However, the corresponding
uncertainties are more effective than the just considered ux, accounting for the positioning
during the measuring. Hence, it could account for the real variation of the sample size
along the edge; the progress of the melt flow on the edges is certainly more hindered in
comparison to the center due to the presence of the mold walls (melt flow fountain is the
progress model of the flow in the cavity) and hence a more considerable variability in its
paths is expected.

Table 2. Mean length measured on ten samples along three paths with corresponding standard
deviations and uncertainty.

Length Upper Edge Bottom Edge Center

Mean value (µm) 2358.2 2360.4 2709.7
Standard deviation (µm) 3.6 3.0 1.195

Uncertainty um 1.14 0.95 0.38
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The lengths measured along the bottom line seem to show a trend that can invalidate
the randomness hypothesis; however, the contribution is of the exact quantities for the
lengths of other lines, so it does not interfere with it.

This last evaluated uncertainty is usually the main factor that is considered in assessing
the quality of a product; in the case study, the length of the sample, but it is significant to
note that the obtained uncertainties (Table 2) are comparable to that due to the operator
and evaluated on repeated measurements on the same sample. This occurrence shows how
significant several sources’ contributions are in considering a more reliable uncertainty for
a quality characterization of a product.

Finally, ten repeated measurements were performed on a certificate length standard,
and the corresponding standard deviation was considered source uncertainty due to the
instrument used to evaluate a known quantity.

4.2. Uncertainties in Length Measurements, Type B

The CSM Zeiss confocal microscope, with the reported previously adopted setting,
has a resolution of 0.909 µm, and the corresponding uncertainty evaluated by a rectangular
distribution is ures = 0.2624 µm; this quantity is less than the previously evaluated one.
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Also, ucal could be classified as type B measurements as it is a certified data of the adopted
length reference equal to 1 µm.

Table 3 reports data necessary for evaluating the uncertainties uT due to thermal varia-
tion ∆T. During the days when experimental work was performed, ambient temperature
values of the laboratory varied by ±1 degree, and the corresponding length variations with
the thermal expansion coefficient α of the used polymer were evaluated. The obtained
uncertainties are less than the previously evaluated ones but of the same size order, and
then they could not be excluded in the expanded uncertainty evaluation. The uncertainty
due to thermal variation during the acquisition time of the image of a single sample ut can
be neglected by assuming a deviation of 0.25 ◦C during the acquisition, a minute at most.
If the sample size could vary in this interval, ut would be 0.0042 µm and one order lower
than uT.

Table 3. Uncertainties due to the thermal variations.

Mean L (µm) ∆T (◦C) α (◦C−1) ∆L (µm) Uncertainty
uT (µm)

Upper 2358.2 1 0.00011 0.26 0.150
Bottom 2360.4 1 0.00011 0.26 0.150
Center 2709.7 1 0.00011 0.3 0.042

Variations associated with the production process and the used material (different
batches) could introduce uncertainties, too. Table 4 shows the evaluated uL by using a
rectangular distribution. The extreme values of the range to which all measured length
values belong are considered for this evaluation; also, in this case, the central measured
value is less affected by uncertainty. The estimated uncertainties are more significant than
the previously evaluated ones.

Table 4. Uncertainties associated with variations in the material used during production.

L Max (µm) L Min(µm) Uncertainty uL (µm)

Upper 2363.4 2352.6 3.1
Bottom 2363.6 2356.1 2.2
Center 2712.6 2708.5 1.2

4.3. Expanded Uncertainty

The combined uncertainty was evaluated then as follows:

uc =
√

uo2 + um2 + ux2 + u2
cal + u2

p + ures2 + uT2 + uL2, (14)

All the uncertainties contributing to the total sum are reported in Table 5.

Table 5. Summary of all evaluated uncertainties along the three paths and the resulting combined
uncertainties.

Upper Bottom Center

uo 0.7 0.7 0.7
um 1.1 1.0 0.4
ux 0.3

ures 0.3 0.3 0.3
ucal 1 1 1
up 3 3 3
uT 0.15 0.15 0.2
uL 3.1 2.2 1.2
uc 3.9 3.2 2.4



J. Manuf. Mater. Process. 2024, 8, 21 12 of 15

The source that significantly influences the uncertainties is associated with the pro-
duction process and the material uL (Table 4). Thermal variations uT are less influential on
the condition that the temperature is controlled. The combined uncertainties uc are listed
in Table 5, too, and they are larger than those obtained by evaluating only the standard
deviations on measurements.

Finally, the corresponding expanded uncertainties were evaluated by adopting a
coverage factor k = 2 that allows to reach a confidence level of 95%:

• upper line: U = 7.8 µm;
• bottom line U = 6.3 µm;
• central line U = 4.8 µm.

With these values, the sample length values are as follows:

• Lupper = 2358 ± 8 µm;
• Lbottom = 2360 ± 6 µm;
• Lcenter = 2708 ± 5 µm.

In the worst case, the evaluated interval corresponds to a measurement range four
times larger than the one obtained by considering only the standard deviation as uncertain-
ties on the performed measurements; in this case, it will obtain Lupper = 2358 ± 2 µm. This
rough estimate of the uncertainty could adversely influence the results by giving a wrong
tolerance range for a functional application or making process optimization more difficult
due to the incorrect assessment of the process variance.

4.4. Uncertainties in Surface Measurements

Uncertainty contributions for evaluating the combined uncertainty for surface mea-
surement obtained by confocal microscope are reported in Table 6 and are very low; they
result in a combined uncertainty of 121 nm.

Table 6. Evaluated uncertainty contributions for surface measurements.

Uncertainty Contribution Value (nm)

ucal 10
up 1.6

ures 0.3

Figure 8 shows measurement dispersion due to the uncertainty (us) associated with the
standard deviation of surface roughness (Sa) measurements on ten samples molded in the
same condition. The resulting value is 27 nm. Therefore, the expanded uncertainty is equal
to 248 nm, and this value allows to evaluate the surface roughness as Sa = 0.31 ± 0.06 µm.
An uncertainty evaluation obtained only by the standard deviation of the ten repetition
measurements is equal to 0.03 µm, underestimating the total uncertainties of about 50%.

It is worth noting that the added uncertainty is slightly less than the corresponding
value obtained in evaluating the expanded combined uncertainty for the sample length as
in evaluating one-dimensional measurement. This conclusion is supported by considering
that surface properties consider quantities covering a wider area than a single dimension,
allowing a more accurate and reliable evaluation of the part quality. This is a further
support for using a surface parameter in evaluating a micro molding product/process
quality, as suggested in a previous work [32], due to the uncertainty budget being almost
the same or slightly inferior compared to the one-dimensional measurement selection.
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5. Conclusions

This study systematically analyzed the sources contributing to uncertainty definition
by optical measurements to evaluate a one-dimensional quantity (the length) or a texture
property (the surface roughness) in measuring micro-injection products. The proposed
method can be employed for all the procedures using optical instruments. The main result
is that the measuring uncertainty is underestimated if only the standard deviation on a
fixed number of test parts is considered: the calculated expanded uncertainty is three times
larger. It allows us to determine the value range of the measured quantity accurately. This
result ensures the best estimation of the quality of micro-products under evaluation and
allows to better adapt the results to the pressing tolerance requested in micro-component
production. Furthermore, the optimization of the process and products is more achievable
due to the improved ability to set adequate parameters range and design experimental
plans; a more reliable evaluation of measurement uncertainties of manufactured samples
allows setting the correct power of an experimental design to discriminate better the effect
of process parameters on the quality of the product and to choose the adequate parameter
value to optimize the production process [33]. The proposed methodology can also be
applied in different contexts, manufacturing processes, and materials.
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