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Abstract: Automated scoring systems have been revolutionized by natural language processing,
enabling the evaluation of students’ diverse answers across various academic disciplines. However,
this presents a challenge as students’ responses may vary significantly in terms of length, structure,
and content. To tackle this challenge, this research introduces a novel automated model for short
answer grading. The proposed model uses pretrained “transformer” models, specifically T5, in con-
junction with a BI-LSTM architecture which is effective in processing sequential data by considering
the past and future context. This research evaluated several preprocessing techniques and different
hyperparameters to identify the most efficient architecture. Experiments were conducted using a
standard benchmark dataset named the North Texas Dataset. This research achieved a state-of-the-art
correlation value of 92.5 percent. The proposed model’s accuracy has significant implications for
education as it has the potential to save educators considerable time and effort, while providing a
reliable and fair evaluation for students, ultimately leading to improved learning outcomes.

Keywords: automatic scoring; short answer grading; transformers; deep learning; AI in education

1. Introduction

The field of natural language processing (NLP) merges computer science, linguistics,
and machine learning to teach computers to interpret human language similar to humans.
Progress in machine learning, specifically through deep learning methods, has significantly
improved NLP. NLP encompasses the following two primary categories: natural language
understanding (NLU), where computers can accurately comprehend human language,
and natural language generation (NLG), where computers generate natural language.
NLP has a wide range of applications, encompassing various tasks such as short answer
grading, essay scoring, machine translation, OCR post-correction, metadata extraction,
topic detection and tracking, question answering, and chatbots. NLP is a challenging
field due to the various natural languages with unique syntactic rules, which often lead
to ambiguous meanings that vary depending on the context. Ambiguity is a prevalent
issue in NLP and refers to words and phrases with multiple possible interpretations. In
response to the COVID-19 pandemic, the use of technology in the learning process has
increased, with NLP being utilized in all academic institutions to facilitate the grading of
assignments, quizzes, and exams. In addition, the significance of research in this automatic
short answer grading domain is anticipated to grow in the future, as the development of
such methodologies will expedite the assessment of student responses through automated
means, thereby eliminating the need for human evaluators. Furthermore, this approach has
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the potential to address the issue of discrepancies in grading due to varying perspectives,
thus enhancing the consistency and reliability of the evaluation process. Deeper learning-
based methodologies, including transformer models, have been increasingly utilized in the
development of ASAG systems. In our model, we utilize transformer models such as T5
and BERT in the embedding phase to convert students’ answers and model answers into
numerical vectors. Transformers excel at capturing contextual relationships and encoding
semantic information. We move beyond older methods such as one-hot encoding and
leverage the advanced representation learning capabilities of transformers to generate
high-quality embedding vectors. In the training phase, we introduce a BI-LSTM as the
neural network architecture for learning and predicting grades. This complements the
capabilities of transformers by capturing long-term dependencies and understanding the
coherence and flow of answers. We incorporate manual evaluation in training to learn from
human expertise and combine it with transformer-based embeddings for improved grading.
The BI-LSTM architecture, applied to the transformer-based embedding vectors, captures
sequential dependencies and interprets relationships within answers. This enables our
model to assess coherence and quality beyond surface-level similarities, thus, enhancing
the accuracy and interpretability of short answer grading.

The following contributions were achieved:

A. The most appropriate pretrained model was identified for embedding all student
answers and model answers in the North Texas data structure dataset.

B. The developed neural network was experimentally evaluated with the North Texas
data structure dataset, and the most advanced results in this task for this dataset
were achieved.

C. The optimal preprocessing techniques that can be utilized for this task was determined.

This paper is organized as follows: Section 2 provides a comprehensive literature
review, Section 3 describes the methodologies used in each phase of the proposed model,
Section 4 presents the experimental results and accompanying discussion, and Section 5
summarizes the conclusion and proposes avenues for future research.

2. Literature Review

In the preceding 10 years, many strategies have been suggested for automated brief
response grading systems. Here, we present the most promising approaches that have
been implemented on the North Texas dataset, which is composed of 87 questions from
10 different assignments that received an average of 30 student answers per question,
totaling 2442 student answers. Moreover, for each question, a designated model answer
that was the best fitting answer for each question has been provided, and the grading
process involved comparing a student’s response to the corresponding model solution
and grading it according to the degree of similarity. For each question, there were two
evaluators, and then we mainly focused on the average grade of these two evaluators, as
shown in Figure 1, which shows a sample question, the model answer for this question,
a student’s answer, two manual evaluators’ grades, and their average grade. Then, we
evaluated our model predictions compared with the average grade. This method ensures a
systematic and objective assessment tailored to each individual question. The concept of
the text similarity technique has proven its efficiency and capability to be used to handle
the ASAG task.

The authors in Ref. [1] applied a four-stage methodology to the North Texas data
structure dataset. Initially, preprocessing techniques were employed, with lemmatization
and lowercasing proving to be the most effective. Then, the second stage was the processing
stage in which the student answer was compared with the model answer using different
sting, semantic, and embedding techniques.

In the final stages, the student’s answer was graded based on its similarity to a model
answer, and this predicted grade was compared with the manually given grade. The
process achieved a correlation score of 65.12%.
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Figure 1. North Texas dataset sample.

The authors in Ref. [2] introduced a proposed model that was mainly based on two
stages, the first stage was the feature extraction phase which involved converting the model
answer and the student answer into embedding and the second stage was the fine-tuning
phase which was mainly based on fine-tuning the BERT pretrained model and it was
augmented with a linear regression layer to predict the score based on the model answer
and the student answer. The inputs, without prior embedding, underwent tokenization
into word pieces, and a separator token was used to differentiate the model answer and the
student answer. Finally, this approach achieved a correlation score of 78%.

The authors in Ref. [3] found that although sentence embeddings were useful for scor-
ing student answers that were in-domain, they might not perform well for out-of-domain
answers and could be influenced by non-sentential forms. To address this, the researchers
proposed a novel feature encoding approach called histogram of partial similarities (HoPS)
that considered token-level partial similarities, extending it to include part-of-speech tags
(HoPSTags) and question-type information. By combining these features with sentence
embedding-based features, the researchers achieved an improved grading performance.
This approach achieved a correlation score of 57%.

In Ref. [4], the authors proposed a four-step methodology that involved preprocessing,
feature extraction, training and testing, and evaluation. They used raw text and transfer
learning in preprocessing, created high-dimensional vector representations of answers
using pretrained embeddings, and calculated their cosine similarity in feature extraction.
Models were trained on 70% of the data and tested on 30%, using various regression
methods. The highest correlation score achieved was 48.5% with isotonic regression.

The study by Ref. [5], based in the UK, focused on the automatic scoring of student
responses and aimed to provide feedback on the correctness or incompleteness of answers.
Techniques employed included hamming similarity in Ref. [6], regression, classification,
and clustering, but the specifics were not detailed. The method, tested on the North Texas
dataset, achieved a correlation of 81% but did not consider semantics or synonyms.

The Ans2vec method, recommended [7], was a straightforward and effective model for
evaluating succinct answers. It used a skip-thought vector model to evaluate short answers.
This model, trained on extensive data, captured semantic and syntactic information of the
text. Applied to the challenging North Texas dataset, it achieved a correlation of 63%.
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The grading of student responses was addressed in Ref. [8] through a two-stage
approach. The first stage involved using the maximum marginal relevance technique to
create a reference response from the student’s answer. For the second stage, the researchers
proposed using a GAN longest common substring, which is an extension of the LCS that can
measure the similarity between sentences of varying lengths and can determine a student’s
grade. The methodology was evaluated on the North Texas Dataset, and a correlation value
of 0.468 was obtained.

The research presented in Ref. [9] put forward a paragraph embedding approach
to predict a student’s grade. This method generated vector representations of both the
student’s response and the reference response, and then calculated the cosine similarity
between the two vectors. Word embedding techniques, such as Glove [10,11] and Fasttext,
were employed to aid in the process [12]. Furthermore, sentence embedding methods,
including Skip-thought and InferSent, were used to create the vector representations. The
proposed strategy was evaluated using the North Texas dataset, and a correlation score of
56.9% was achieved.

In Ref. [13], the main emphasis was on vector-based techniques. To compute the
similarity measures among seven different similarity models including Disco, Block dis-
tance, Jiang-Conrath, and Lesk, all stop words were initially removed from the data by the
researchers. They also used the vector summing approach and sentence-level similarity
metrics. The North Texas dataset was used to analyze each of these methods, and the
highest correlation achieved was 58.6%.

The research described in Ref. [14] proposed a model with the following three mod-
ules: data preprocessing which included removing stop words and applying either lemma-
tization or stemming; similarity measures using a different method such as corpus or
knowledge-based approaches [15] or corpus-based approaches [16] or Word2Vec; and a
third module which was a scaling module for grading student responses. The model
was evaluated on the North Texas dataset, achieving a correlation score of 55.5%. Table 1
summarizes the literature review rankings based on the correlation scores for the North
Texas dataset.

Table 1. Literature review summary.

References Year Approach Correlation Score

[5] 2020

Clustering and regression analysis:
Apply different approaches such as calculating

hamming distance, applying regression
classification, and applying clustering too.

81%

[2] 2022

Embedding and transformers:
Convert student and model answers using the

Ans2Vec approach [7], and then fine-tune the BERT
model and add a linear layer to predict the

student grade.

78%

[1] 2022

Embedding and text similarity techniques:
Compare student answers to model answers using

various string, semantic, and
embedding techniques.

65.12%

[7] 2019

Embedding:
Embed the student and model answers using

skip-thought vectors, and then obtain the similarity
between them.

63%

[13] 2016

Embedding and text similarity techniques:
Use Disco, Block distance, Jiang-Conrath, and Lesk

similarity techniques between the student and
model answer vectors.

58.6%
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Table 1. Cont.

References Year Approach Correlation Score

[3] 2018
Embedding and similarity techniques:

Apply some new feature extraction techniques and
combine them to predict a student grade.

57%

[9] 2018

Embedding and deep learning:
Convert student and model answers into vectors

using paragraph embedding, and then apply cosine
similarity between them.

56.9%

[14] 2016

Embedding and deep learning:
Apply corpus and knowledge-based similarity

techniques, and then calculate the similarity using
Word2Vec and Glove model.

55.0%

[4] 2020

Embedding and text similarity techniques:
Use an embedding pretrained model to convert

student and model answers into vectors, and then
calculate the cosine similarity between them

48.5%

[8] 2018

Text similarity techniques:
Use the maximum marginal relevance technique to
create a reference response from a student’s answer,
and then use a GAN longest common substring to
compute the similarity between the student and

model answer.

46.8%

The following related works are mentioned as they are working on some deep learning
approaches; however, the authors have tested these approaches on other datasets, not
our dataset.

In Ref. [17], the authors worked on seven different comprehension datasets and
proposed a strategy for assessing semi-open-ended short answer questions. The authors
developed an automatic grading model for such questions by incorporating domain-general
information from Wikipedia and domain-specific knowledge from graded student short
answers. This integration was facilitated by using a continuous bag of words (CBOW)
model to generate word vectors. These word vectors then acted as inputs for the long short-
term memory (LSTM) to be passed to the classifier, and thus, to predict a student’s grade.

In Ref. [18], the authors worked on the ASAP dataset and proposed a promising
neural network model that was mainly based on three layers. The first layer was the word
embedding layer which converted the student answers into a vector to be pushed to the
BI-LSTM layer that was mainly focused on extracting the contextual features, and then the
output was passed to the attention layer which was mainly used to extract the best features
related to the score of each answer.

In Ref. [19], the authors introduced a deep learning model that incorporated an
attention mechanism, a bidirectional RNN unit, and pretrained word embeddings for
automatic short answer scoring. Two experiments were conducted to compare this model
with traditional linear regression and latent semantic analysis.

Other related works also proposed very promising approaches but on datasets with
different languages such as the Arabic language.

In Ref. [20], the authors suggested a system for an Arabic dataset they acquired from
various schools in the Qalyubia Governorate of the Egypt Arab Republic. They started
by preprocessing this data, and then used a hybrid approach to forecast utilizing this
dataset. They integrated the optimization method grey wolf optimizer (GWO) with the
deep learning technique LSTM. By automatically choosing the best dropout and recurring
dropout rates as hyperparameters, the GWO was used to optimize the LSTM. With this
strategy, the LSTM model’s generalization was enhanced, overfitting was avoided, and
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the ability to predict student test scores was improved. The system’s ultimate goal was to
enhance learning and to reduce the time and effort required of educators.

3. Methodology

As shown in Figure 2, our proposed approach consisted of four stages after inputting
the North Texas dataset. The first stage is the preprocessing which involves different tech-
niques such as applying lowercase, stemming, lemmatization, removing stop words, and
removing special characters; the second stage involves embedding both the student answer
and the model answer using powerful pretrained models such as a T5-XL embedding
model, BERT-base, and all-distilroberta-v1; the third stage is the training of the deep neural
network by experimenting with different input-layer types such as BI-LSTM and LSTM
layers; the final stage is predicting the student’s grade and comparing it with the actual
grade that is given by the manual examiners.
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3.1. Preprocessing Stage

Figure 2 shows the preprocessing stage and highlights the utilization of various lin-
guistic techniques in this task. The first strategy involves converting all phrases (including
the question, reference answer, and student response) to lowercase letters, since capital-
ization does not hold significance in NLP. The second and third techniques employed are
stemming and lemmatization. Stemming involves removing the last few characters from
a word without considering its meaning, while lemmatization transforms a word into
its meaningful base form. These steps are performed after splitting each phrase into its
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constituent parts based on spacing. Moreover, the removal of all stop words and special
characters from the phrases is also necessary.

3.2. Embedding Stage

The embedding stage, which is the second phase after preprocessing, has proven
via trials how crucial it is to use a pretrained model to carry out the operation. The
effectiveness of this phase relies on the computational capabilities of transformers, and a
visual representation of the overall architecture of transformers can be observed in Figure 3.
Different potent pretrained models such as the T5 x-large model [21] with 770 million
trainable parameters, all-distilroberta-v1 with 125 million parameters, all-roberta-large-v1
with 355 million trainable parameters, and BERT-base-nli-mean-tokens with 110 million
trainable parameters have been used to accomplish this sentence transformation stage.
As shown in Table 2, three embedding models are compared in terms of their training
corpus size, pretraining task, number of layers, and finally the total number of parameters.
In addition, the table illustrates the configurations of various embedding models. It is
apparent that the T5 embedding model, which is trained on 750 GB of data, surpasses the
other models in terms of parameter quantity. This substantial parameter count certainly
augments its performance, particularly for delicate tasks such as short answer grading and
these results are shown in the Experimental Results, Section 4.2.

Among the pretrained models, the T5 model showed the best results. It was trained on
a variety of supervised and unsupervised tasks [22]. T5 has a unique prefix for each task’s
input, allowing it to handle a variety of tasks out of the box. The teacher-learning approach
was used, requiring input and target sequences for training. The input sequence is provided
to the model via input ids, and the decoder input id array sends the target sequence, which
begins with a start sequence token, to the decoder. The T5 model was trained on the 700 GB
Colossal Clean Crawled Corpus dataset, a cleaned version of the Common Crawl dataset
that included only English text. It achieved state-of-the-art performance on several NLP
benchmarks and could be adapted to various downstream applications.
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Table 2. T5-XL, BERT-base, and Roberta-large-v1 configurations.

Model Architecture Training Corpus Size Pretraining Task Layers Total Parameters

T5-XL Transformer 750 GB (C4
Common Crawl)

Denoising
autoencoder

Customizable
(ranges from small

(6 layers) to 3B
(24 layers))

Customizable
(ranges from 60 M

to 11 B)

BERT-base Transformer 16 GB (BooksCorpus and
English Wikipedia)

Masked language
model 12 125 M

Roberta-large-v1 Transformer

160 GB (Common Crawl
News dataset,

BooksCorpus, and English
Wikipedia, etc.)

Masked language
model with

dynamic masking
24 355 M

3.3. Neural Network Architecture

Figure 4 displays the neural network architecture that was identified as the most
successful after conducting multiple training experiments. The model’s potency is due
to its use of a bidirectional LSTM (BI-LSTM) [23], which is a sequence processing model
consisting of two LSTMs. One of the LSTMs processes the input in a forward direction,
while the other processes it in a backward direction. Layers with dropouts are added;
dropout regularization is a technique used to prevent overfitting in the model. During
the training process, dropout layers randomly remove a percentage of the nodes from the
network, forcing the remaining nodes to learn more generalized features of the data.
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For our experiments, the rectified linear unit (ReLU) [24] activation function was uti-
lized. Fundamentally, in neural networks, activation functions are used to add nonlinearity
to the network by applying them to each neuron’s output. Among all other activation
functions, ReLU was our selected option because of how easy it is to use and how well
it works to stop the vanishing gradient issue. In deep neural networks, a phenomenon
known as the vanishing gradient problem occurs when the gradients become very small,
making it challenging for the network to efficiently update its weights. The network can
efficiently learn the properties of the data and can create reliable predictions by utilizing
the ReLU activation function throughout all of the tests.

3.4. Predicting and Evaluating the Grade

During this phase, the main objective was to develop a deep learning model that
could predict a student’s grade rapidly and precisely. To assess the accuracy of the model’s
output, correlation evaluation metrics were employed. Then, these predicted grades
were compared to the average of the two evaluators’ grades in the North Texas dataset.
Although several studies have proposed various methods for scaling similarity values
to corresponding grades [25–27], it is important to note that grades were not scaled after
each prediction in this research. This was because the evaluators’ responses used decimal
numbers instead of integer values.

4. Results and Discussion

This section covers the evaluation metrics, experimental outcomes, and a comparative
analysis between our proposed model and previous works. Several experiments were
conducted with our neural network, which utilized a pretrained model to incorporate
both student and model answers, along with a BI-LSTM input layer. Additionally, various
preprocessing techniques, embedding pretrained models, input layer types, and model
hyperparameters were employed. The best experiment resulted in a significant increase in
the correlation score and achieved a state-of-the-art score of 92.80.

4.1. Evaluation Metrics

Various evaluation metrics for short answer grading models are available based on
the desired output and required analysis, as noted in [28–30]. In this research, correlation
coefficients were employed to assess the correlation between automatic and manual marks.
Pearson’s correlation is the most commonly used method in statistics to evaluate the
strength and presence of a linear relationship between two variables. In the training phase,
mean squared error (MSE) was utilized for the grade that was given to each student’s
answer vector after comparing it with the model answer vector. However, in the testing
phase, the sole focus was on Pearson’s correlation because it has been used in all previous
works, and the intention was to compare our results to those of other works.

4.2. Experimental Results

This subsection presents all the experiments conducted with the proposed neural
network in terms of its architecture, hyperparameters, and Pearson’s correlation outcomes.
The best outcomes were achieved consistently without any preprocessing techniques, except
for converting all student and model answers to lowercase letters. Some neural network
hyperparameters were kept constant during all the experiments, since modifications to
them resulted in inadequate outcomes. Table 3 displays the outcomes of all the experiments
and its records are grouped using the embedding model, with the lowercase conversion
being the sole preprocessing function utilized. There were also some fixed hyperparameters
and, although optimizing the hyperparameters was an important step at the beginning of
the research, manual fine tuning for the learning rate was implemented until we achieved
the most promising one in our evaluation. We do recognize the importance of optimizing
hyperparameters in machine learning and deep learning models, especially the learning
rate, but our current research trajectory and our main focus were more prominently oriented
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towards experimenting with diverse embedding models and determining the best one for
our current task. The fixed hyperparameters are:

1. No. of layers = 8
2. No. of dropout layers = 2
3. No. of hidden dense layers = 4
4. Batch size = 3
5. Learning rate = 0.0001
6. Activation function = ReLu

Table 3. Results of all the experiments.

Model No. Split Size Input Layer Val_mse Testing Corr.

1-T5 0.2 BI-LSTM 0.109 92.80%

2-T5 0.3 BI-LSTM 0.194 85.20%

3-T5 0.4 BI-LSTM 0.307 80.00%

4-T5 0.2 LSTM 0.109 81.67%

5-T5 0.3 LSTM 0.194 74.72%

6-T5 0.4 LSTM 0.307 65.80%

7-bert base 0.2 BI-LSTM 0.183 89.10%

8-bert base 0.3 BI-LSTM 0.183 70.90%

9-bert base 0.4 BI-LSTM 0.183 69.90%

10-bert base 0.2 LSTM 0.766 71.25%

11-bert base 0.3 LSTM 0.760 57.43%

12-bert base 0.4 LSTM 0.797 57.98%

13-all-distilroberta-v1 0.2 BI-LSTM 0.177 88.20%

14-all-distilroberta-v1 0.3 BI-LSTM 0.109 88.20%

15-all-distilroberta-v1 0.2 LSTM 0.705 71.68%

16-all-distilroberta-v1 0.3 LSTM 0.760 57.43%

17-all-distilroberta-v1 0.4 LSTM 0.797 57.98%

Table 4 shows the results of all the experiments with the application of the various
preprocessing techniques. The aim of the experiments was to determine whether prepro-
cessing methods used separately or in combination affected the final results. Although
stemming and lemmatization yielded encouraging results, only lowercase conversion
produced the best results. These results are attributed to the effective use of embedding
techniques to preserve sentence structure. In other words, removing stop words, stemming,
and lemmatization may have a negative impact on the development of effective sentence
vectors. The experiments were conducted with the following fixed hyperparameters:

- No. of layers = 8
- No. of dropout layers = 2
- No. of hidden dense layers = 4
- Batch size = 3
- Learning rate = 0.0001
- Activation function = ReLu
- Model user = T5
- Split Size = 0.2
- Input layer = BI-LSTM
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Table 4. Results of additional experiments.

Lower Case Lemmatization Stemming Remove Stop Words Remove Special Characters Testing Corr.
√

- - - - 92.8%
√ √

- -
√

92.1%

- - - -
√

91.3%
√

- - -
√

91.2%

-
√

- -
√

90.8%
√ √

- - - 90.7%

-
√

-
√

- 89.9%
√

-
√

-
√

89.5%

- -
√

- - 89%

- -
√

-
√

88.5%

- -
√ √ √

88.2%
√

-
√ √ √

87.4%
√ √

-
√

- 87.1%

- - -
√

- 86.8%

-
√

- - - 86.0%

- - - - - 86%
√

-
√

- - 85.5%

-
√

-
√ √

85.4%

- -
√ √

- 84.9%

- - -
√ √

84.6%
√ √

-
√ √

84.5%
√

-
√ √

- 84.5%
√

- -
√

- 83.7%
√

- -
√ √

82.1%

4.3. Comparing the Obtained Results with Previous Results

Table 5 presents a comparison between the proposed model’s obtained results and the
results of previous work presented in Section 2. Compared to all previous outcomes, we
attained state-of-the-art performance in short answer grading. Our strategy focused on
using a BI-LSTM architecture, which has been shown to be quite successful in this field.
As compared with other architectures, the use of BI-LSTM in short answer grading has
several benefits. First and crucially, the model’s bidirectional structure enables it to take
into consideration both the prior and the subsequent context of each word in the solution.
As a result, the model is better able to comprehend the answer’s overall meaning and is
less prone to be duped by lone words or phrases.

The ability of BI-LSTM to accurately capture long-term dependencies between words
in the answers is another benefit [31]. This is crucial when grading brief answers because the
relationships between various components of the answer can be intricate and subtle. The
model may more fully comprehend the overall coherence and importance of the response
by modeling these dependencies.

Last but not least, BI-LSTM is a highly adaptable architecture that can be tailored to
the exact needs of the task at hand. Depending on user requirements, it can be optimized
for a variety of metrics.
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Table 5. Comparative study results.

References Year Approach Correlation Score

- 2022 Proposed system (embedding + deep learning) 92.8%

[5] 2020 Clustering and regression analysis 81%

[2] 2022 Embedding and transformers 78%

[1] 2022 Embedding and text similarity techniques 65.12%

[7] 2019 Embedding 63%

[13] 2016 Embedding and text similarity techniques 58.6%

[3] 2018 Embedding and similarity techniques 57%

[9] 2018 Embedding and deep learning 56.9%

[14] 2016 Embedding and deep learning 55.0%

[4] 2020 Embedding and text similarity techniques 48.5%

[8] 2018 Text similarity techniques 46.8%

Overall, the use of BI-LSTM in short answer grading represents a major advance in
this field. By harnessing the power of this architecture, we can achieve state-of-the-art
results and pave the way for further advances in this important area of NLP.

5. Conclusions and Future Work

Automated short answer grading is a critical task that requires precision, efficiency,
and speed. In this study, an automated system was developed that could evaluate each
student’s response based on a predefined model response for each question. Our findings
demonstrated that using pretrained “transformer” models, particularly T5, coupled with a
lowercase preprocessing approach, outperformed other approaches in terms of accuracy,
efficiency, and precision. Additionally, we found that incorporating a BI-LSTM layer into
the input layers significantly improved the performance of the grading system compared to
using LSTM or dense layers. Our results showed that the combined use of the T5 pretrained
model and the BI-LSTM layer yielded the highest correlation value of 92.5 percent.

In terms of future work, several areas of interest could be explored further. Firstly,
it may be worthwhile to investigate the effectiveness of the proposed model on different
datasets from a range of domains, rather than just focusing on a data structure in computer
science. Additionally, exploring the performance of the model on datasets in different
languages, such as Arabic, could yield interesting insights. Another potential avenue for
future research could be to investigate more advanced embedding techniques to enhance
the model’s accuracy. In addition, automatic tuning for the learning rate may be very
promising future work that could help in the generalization of our proposed model to be
as effective as possible for this task on any dataset. Finally, one area of particular interest
could be the essay scoring task, which presents a more complex challenge than the short
answer grading task and may require further exploration.
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