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Abstract: Online social networks have recently become a vital source for emergency event news
and the consequent venting of emotions. However, knowledge on what drives user emotion and
behavioral responses to emergency event developments are still limited. Therefore, unlike previous
studies that have only explored trending themes and public sentiment in social media, this study
sought to develop a holistic framework to assess the impact of emergency developments on emotions
and behavior by exploring the evolution of trending themes and public sentiments in social media
posts as a focal event developed. By examining the event timelines and the associated hashtags
on the popular Chinese social media site Sina-Weibo, the 2019 Wuxi viaduct collapse accident was
taken as the research object and the event timeline and the Sina-Weibo tagging function focused
on to analyze the behaviors and emotional changes in the social media users and elucidate the
correlations. It can conclude that: (i) There were some social media rules being adhered to and
that new focused news from the same event impacted user behavior and the popularity of previous
thematic discussions. (ii) While the most critical function for users appeared to express their emotions,
the user foci changed when recent focus news emerged. (iii) As the news of the collapse deepened,
the change in user sentiment was found to be positively correlated with the information released
by personal-authentication accounts. This research provides a new perspective on the extraction of
information from social media platforms in emergencies and social-emotional transmission rules.

Keywords: social media analysis; online public sentiment; sentiment evolution; emergency

1. Introduction

Social media is widely followed by billions of people because of its focus on human
activities [1], with the information generated and disseminated now an essential part of
many people’s everyday lives [2]. However, even though much of this information is
created and disseminated by ordinary users, many people rely on their social media feeds
for news about trending events [3–6], public opinion [7–9], market analyses [10–12] and
influencers [13–16]. Since its launch in May 2009, Sina-Weibo has been the most popular
microblogging platform in China, and has become the most common global real-time
information network. Users create status messages and give their opinions on wide range
of topics [17]. Sina-Weibo also allows users to interact with others using tools such as
mention (@, @username, which means that the message sender is willing to share this post
with the user/users mentioned, retweet, which means the users are usually forwarding
messages they are interested in from other users, hashtag (##, contents between## refer
to a specific topic), and like, which is when users agree with messages posted by other
users [18].
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Consequently, social media has been researched and analyzed from different angles
based on these variable social media data characteristics. For example, Zhao et al. used per-
sonal information [19], Sina-Weibo content and social relations to analyze Sina-Weibo user
features based on interest detection, and taking the 2015 Tianjin explosion as an example,
Wu studied the dynamics of the Sina-Weibo user challenges to the official discourse [20].
As the data quantities and the web text features increase, ordinary algorithms are no longer
able to fulfil research needs, which means that classifiers are now being integrated into
analyses [21–23]. Therefore, this study also combined social media data and integration
algorithms. Goel et al. used structured virality to analyze a unique data set of one billion
tweets to assess the mechanisms leading to increases in epidemic event communications
through broadcast and viral mechanisms [24], Khatua et al. extracted meaningful semantic
relationships from a relatively small domain-specific Twitter input corpus [25], and Hasan
et al. proposed an event detection system called TwitterNews+ to detect major and minor
newsworthy events in real time [26]. Influenced by these innovations, this study also
divided the corpus selection and hot-spot data selection. In addition, scholars are also keen
to study the role of rumors and misinformation during emergencies [27]. The study of
rumors and misinformation plays a key role in making better use of social media during
emergencies and this inspired Falavarjani et al. to conduct a correlation analysis of the
online and offline behaviors of the social media users [28].

As well as identifying user characteristics and mining information transmission
modes, user emotions have also attracted research attention, with the sentiments be-
ing classified using supervised, unsupervised, and semi-supervised machine-learning
techniques [24,29–31]. Because of the progress made in deep learning, deep learning was
also applied in this study to elucidate the emotions in the relevant posts. We studied the
emotional expression under different topics and compare the differences between them.
Through our comparative analysis, we get the differences of emotional expression under
different topics during emergencies. The study results expand existing research on social
media emotions. This paper used the BiLSTM algorithm to identify the emotional tendency
of the of the captured data.

Past research has proven the effectiveness of using machine learning to analyze emer-
gencies; however, while most research has selected data related to accidents, these analyses
have been too concentrated on a universal theme, with little further analysis of the data
sources, that is, the multiple focus events emerging from the same accident/emergency
have not been considered even though these events may have different effects on user
behavior. Therefore, in this study, the 2019 Wuxi viaduct collapse accident was taken as the
main research object and the various focus events emerging as the accident discussions de-
veloped also evaluated to assess how the development of emergencies affect the evolution
of user sentiment and posting behaviors.

The remainder of this paper is organized as follows. Section 2 reviews related
work on mining Sina-Weibo data and the use of social media during emergencies and
crises, Section 3 introduces the data sources and methodology, Section 4 discusses the
experimental results, and the results of the topic and sentiment analyses related to the
2019 Wuxi viaduct collapse, and Section 5 concludes this paper and discusses future
research directions.

2. Related Work

Related work in two main areas is examined in this section: mining Sina-Weibo data
research, and the use of social media in emergencies and crises.

2.1. Mining Sina-Weibo Data

There has been significant research focused on micro-blog data. For example, Liu
et al. developed a new method that determined the probabilities for the different fields
a user might be interested in and then calculated the probabilities of user interest in new
topic [32], and Zhao et al. proposed a method involving microblog filtering, sentiment
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analysis, and stock market predictions based on an emotional analysis of Sina-Weibo user
data [19]. Based on the Sina-Weibo data set, Xu et al. improved user recommendations by
extracting social topics and topics of interest from users in one-way social networks [33],
and Wang et al. proposed a business rule framework plus (BRF++) model to fully mine the
relationship between users and predict their forwarding behaviors [34].

Taking the 2019 Wuxi viaduct collapse as an example, this paper collected Sina-Weibo
microblog data from all dimensions, such as user information, release time, and content,
under eight themes, since users can choose whether to display the location when publishing
microblogs, we cannot get all the accurate location information of microblogs, so the index
of location was not considered in this study. Thus, we analyzed the data and developed a
social media data framework to assess the impact of public emergencies.

2.2. Use of Social Media during Emergencies and Crises

Recent research has proposed that social media data streams could be used to mine
actionable data for emergency response and rescue operations because of the significant
increase in social media use during emergencies and crises [35]. Alexander outlined seven
uses of social media posts: listening to public debate [36]; monitoring situations; extending
emergency response and management; crowd-sourcing and collaborative development;
creating social cohesion; furthering causes; and enhancing research. Obtained data have
generally been divided into four dimensions; time, space, content and network; all of
which respectively correspond to the Twitter metadata fields of coordinates/place/location,
timestamp, text and retweet [37,38]. This division was also applied in this research.

Time. Time series analyses have found that as a crisis moves from the prodromal to
the acute phase, information becomes less common and information on specific remedial
actions is lacking [39]. Cozza et al. proposed social–spatio temporal analysis of tweets
and as case study reported on Hurricane Isaac [40]. Pourebrahim et al. surveyed Twitter
usage during 2012 Hurricane Sandy and found that Twitter was a very valuable source of
disaster-related information, especially during power outages [41], Wang et al. used trend
analyses to reveal the Sina-Weibo data emergency communication fluctuations based on the
2012 Beijing Rainstorm [2], and Fang et al. used a time evolution of social media activities
to track the process of the 2016 Wuhan Rainstorm, confirmed that the time changes in the
social media activities were consistent with the heavy rain process, and that the social
media activities were significantly positively correlated with precipitation intensity [1].

Space. Public safety and emergency management requires semi-automatic tools that
can quickly detect the type, scope, location, intensity, and impact of natural or man-made
disasters and emergencies and give accurate and detailed situation reports [42]. For
example, Middleton et al. developed a real-time crisis map platform to localize tweet
content [43], Chae et al. developed an interactive visual spatiotemporal analysis and spatial
decision support environment system to assist with evacuation planning and disaster
management [44], De Albuquerque et al. found that the probability of flood-related
information was much higher near severely flooded areas up to 10 km long during the
River Elbe Flood of June 2013 in Germany [45], and Smith et al. proposed a real-time
modeling framework that used data obtained only through social media to identify areas
where flooding was likely to occur [46].

Content. To explore the general behavior of users during disaster events, research has
sought to more efficiently use social media data to determine the needs of the public during
the rescue process, to refute rumors, and to improve crisis management capabilities [47–53].
Public sentiment during emergencies has also been examined to identify the evolutions in
public emotions and assist governments to positively adjust available information. These
diverse public sentiments have been found to influence information dissemination through
official media and the Government’s decision-making [54]. For example, Han and Wang
found that the quantity of texts on Sina-Weibo changed over time, with different themes
and emotions corresponding to different stages of an emergency [55].
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Network. More and more scholars are committed to the research of information
dissemination mechanism in social networks [56], and try to explore the relationship be-
tween nodes in the network [57], these results also provide suggestions for commercial
marketing [58]. The visualization of social network analysis results can assist in infer-
ring information transmission during disasters [59–61], with various indicators, such as
intermediary centrality, intimacy and PageRank, being used to quantitatively detect net-
work patterns [62]. For example, Wang and Zhuang studied the social media information
distribution and coverage during the Hurricane Sandy disaster [63], and based on the
Sina-Weibo reposting behaviors during the Yiliang Earthquake, L Li et al. developed a
content-based multi-category Naïve-Bayesian classifier that divided the microblog posts
into five categories, after which the transmission patterns of these five categories were
characterized in different stages after the earthquake [64].

This paper used a classification method to collect data, divide the research focus,
and obtain the data based on different research perspectives. Because previous research
has been mainly focused on the analysis of the disaster event itself, the quantity of data
collected was extensive. However, in this paper, the data collection first used the Sina-
Weibo characteristics to identify the focused events at different event points, and then used
different tags to complete the data acquisition and complete the accident timeline.

Previous research has also tended to focus on the role of emergencies in stimulating
the social media network user activity, in recent years, some scholars are also paying
attention to and studying the dissemination of misinformation and how it affects people’s
opinions [27,65]. Therefore, this paper examined the data characteristics to elucidate
the dissemination mode for new focused news over time, with a comparative analysis
conducted to identify the rules. Past research has tended to only focus on singular events in
the analysis of user emotions or has focused on improving the emotional judgment accuracy
by developing better algorithms; however, few studies have combined the changes in the
user emotions with the emergency development process or paid attention to the role of new
news foci on the public opinion fermentation process. Therefore, this paper established
a complete sentiment analysis timeline, which when combined with the topic modeling
method allowed for an exploration of the driving role of the emergency development
process on the changes in user emotion and behavior. Using the constructed research
framework, this paper conducted a comparative analysis on the changes in the user
emotions and behavior to reveal the change laws for the same and different themes in the
transmission process over time.

3. Data and Methods

Figure 1 shows the social media disaster assessment framework and method used in
this paper, for which there were four main parts: data collection; preprocessing; disaster
process analysis; and disaster impact analysis. The framework was developed to use social
media data to characterize the user behavior and the sentiment analysis.
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Yangtze River delta that has been approved by the state council as an important scenic 
tourism city (Figure 2a). On 10 October 2019, the K135 National Highway 312 viaduct in 
Xishan district, Wuxi, collapsed, killing three people and injuring two other and causing 
direct economic losses of 8.231 million CNY, all of which had a significant social impact. 
The collapse happened on the 312 national-road, which is one of the most important con-
nection roads and therefore carries large volumes of transit and freight transportation 
traffic. The intensive construction along the land and in the peripheral areas of the city, 
and especially on the north ring road of the 312 national highway and S342 provincial 
highway caused severe transport congestion in Wuxi (Figure 2b). 
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Some important time nodes and developments in this event were as follows: (1) 
Around 18:10 on the evening of 10 October 2019, the K135 Bridge deck of the 312 National 
Road in Wuxi Xishan district, collapsed onto three cars underneath the bridge blocking 
traffic; (2) at 21:00 on 10 October 2019, the Wuxi police reported the viaduct collapse and 
the initial situation; (3) at around 21:00 on 10 October 2019, the media reported that the 

Figure 1. Social media disaster assessment framework and method used for the analysis of the “2019
Wuxi Viaduct Collapse”.

3.1. Study Case Description

Wuxi, a prefecture-level city in Jiangsu province, is one of the central cities along the
Yangtze River delta that has been approved by the state council as an important scenic
tourism city (Figure 2a). On 10 October 2019, the K135 National Highway 312 viaduct in
Xishan district, Wuxi, collapsed, killing three people and injuring two other and causing
direct economic losses of 8.231 million CNY, all of which had a significant social impact. The
collapse happened on the 312 national-road, which is one of the most important connection
roads and therefore carries large volumes of transit and freight transportation traffic. The
intensive construction along the land and in the peripheral areas of the city, and especially
on the north ring road of the 312 national highway and S342 provincial highway caused
severe transport congestion in Wuxi (Figure 2b).
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Figure 2. Location of Wuxi (a), G312 and accident site (b).

Some important time nodes and developments in this event were as follows: (1)
Around 18:10 on the evening of 10 October 2019, the K135 Bridge deck of the 312 National
Road in Wuxi Xishan district, collapsed onto three cars underneath the bridge blocking
traffic; (2) at 21:00 on 10 October 2019, the Wuxi police reported the viaduct collapse
and the initial situation; (3) at around 21:00 on 10 October 2019, the media reported that
the bridge design company had been JSTI Co., Ltd.; (4) at 6:00 am on 11 October 2019,
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information released by the accident rescue headquarters stated that an expert team from
the Ministry of Transport had rushed to the scene to guide the accident investigation and an
accident investigation team had been established in Wuxi—after the preliminary analysis,
the viaduct collapse was claimed to be caused by an overload and resulted in three deaths
and two injuries; (5) on 11 October 2019, the director of Wuxi Success Transportation Co.,
Ltd. was arrested, the company shuttered and the employees dismissed; (6) at 14:45 on 11
October 2019, an official social account on Weibo, @Emergency Call, revealed that one of the
victims was a single father. (Figure 3).
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3.2. Data and Pre-Processing
3.2.1. Data

People using Sina-Weibo, which is one of the most popular social media sites in China,
can release news, get information, participate in discussions, and express their emotions.
The Sina-Weibo annual report stated that they had reached 516 million monthly active
users in 2019, 94% of whom had mobile accounts. With 222 million daily active users, the
endless data stream makes Sina-Weibo an important data source for social media research.

In Sina-Weibo, users can post microblogs under a certain theme, with different themes
corresponding to different discussion interests. As shown in the accident development
timeline in Figure 3, the important events occurring at the different time nodes were taken
as the key objects for the data collection. Leveraging the hashtag function in Sina-Weibo,
eight themes were found to correspond to six events. Using the Sina-Weibo API, all
65306 Sina-Weibo posts under all themes from 18:00 on 10 October 2019 to 24:00 on 13
October 2019, were captured, as follows: 1. # A viaduct collapsed in Wuxi, Jiangsu province
#, 2. # A viaduct collapsed in Wuxi #, 3. # A bridge collapsed in Wuxi #, 4. #Wuxi police
reported viaduct collapse#, 5. # The viaduct was designed by JSTI Co., Ltd.#, 6. # 3 dead,
2 injured in Wuxi Viaduct Collapse #, 7. # The boss of Wuxi Success Transportation Co.,
Ltd., the vehicle’s owner, was taken away by police #, 8.# One of the victims was a single
father #.

3.2.2. Data Pre-Processing

Data pre-processing involved the preliminary cleaning and collation of the collected
data. Data were collected for each message from multiple dimensions, such as username,
microblog content, release time, and release tool, and the user type, message content,
number of messages, number of forwards, number of comments, number of likes, and
release time. As it was found that Themes 1, 2 and 3 had almost the same focus except for
the different theme names, these were combined into one theme: #Wuxi Viaduct Collapse
in Jiangsu province#. When duplicate data, advertising data and other data irrelevant to the
study were eliminated from the original data, there were six main themes, 59,263 messages,
288,660 forwards, 540,421 comments, and 6,186,639 likes; the specific data for which is
shown in Table 1. The six themes were: 1. # Wuxi Viaduct Collapse in Jiangsu province
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#, 2. #Wuxi police reported viaduct collapse#, 3. # The viaduct was designed by JSTI Co.,
Ltd.#, 4. # 3 dead, 2 injured in Wuxi Viaduct Collapse #, 5. # The boss of Wuxi Success
Transportation Co., Ltd., the vehicle’s owner, was taken away by police #, 6. # One of the
victims was a single father #. The remainder of this paper uses the Theme Numbers 1 to 6
to represent the each these themes.

Table 1. Basic statistics for the accident-related data.

Theme Time (2019) No.
of Messages

No.
of Comments

No.
of Forwards

No.
of Likes

Theme 1 18:00 10 October–24:00 13 October 31,383 196,595 328,114 4,115,813
Theme 2 21:00 10 October–24:00 13 October 4901 33,638 54,739 940,131
Theme 3 21:00 10 October–24:00 13 October 909 1643 6693 31,428
Theme 4 06:00 10 October–24:00 13 October 3222 48,951 142,368 1,047,056
Theme 5 12:00 10 October–24:00 13 October 1518 1099 4306 33,865
Theme 6 16:00 10 October–24:00 13 October 17,330 6734 4603 23,559

Total 18:00 10 October–24:00 13 October 59,263 288,660 540,823 6,191,852

3.3. Method
3.3.1. Text Analysis

(1) Word Segmentation
Words frequently utilized within social media usually imply the foci. As the messages

collected from Sina Weibo were in Chinese, word segmentation was necessary to regroup
and synthesize the word sequences based on certain specifications. This study used the
“Jieba” (https://github.com/fxsjy/jieba, accessed on 18 December 2019) word segmenta-
tion package to segment the text in the messages, which is one of the most widely used
Chinese word segmentation tools. By constructing a user dictionary containing keywords
related to “2019 Wuxi Viaduct Collapsed Accident”, the words were effectively segmented,
after which words such as “me”, “you”, “ah” and punctuation were deleted. As part of
the word segmentation process, “Jieba.loads” loads a custom dictionary, and then “Jieba”
prioritizes the word segmentation based on the phrases in the dictionary, segments (parts-
of-speech) based on the dependent grammar, uses “Jieba.cut” to segment the text, and
finally uses the counter in the collection function to count the word segmentation data and
determine word frequencies. In this study, word segmentation was performed in two ways:

First, use the ROST content mining software (Wuhan University, Wuhan, China,
hereinafter referred to as ROSTCM6 software) developed and improved by the virtual
learning team of Wuhan University for word segmentation. First, convert the preprocessed
data file into a txt file, and then use the “word segmentation” function of the “functional
analysis” in ROSTCM6 to segment the text content.

Second, use Pycharm (JetBrains, Prague, Czech Republic) software and the Jieba
package to segment the data, you need to manually convert the txt source file into UTF-8
format, otherwise it will report a Chinese encoding error. Before word segmentation, the
text needs to be processed to remove numbers, letters and special symbols. This can be
achieved by using python’s own string and re modules. The string module is used to
process string operations, and the re module is used to process regular expressions.

(2) The LDA Model
Latent Dirichlet allocation (LDA), which was first proposed by [66] and subsequently

improved by [67], is an unsupervised Bayesian probability topic generation model that
has three “document-topic-word” layers that can automatically learn and infer topics
embedded in a given corpus without the need for manual data annotation. Therefore, this
paper used the LDA model to extract the Weibo user topics that emerged during the Wuxi
viaduct collapse event. In Section 4.2, the experimental results of LDA model in this paper
are explained in detail.

https://github.com/fxsjy/jieba
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3.3.2. Sentiment Analysis

The bi-directional long short-term memory (BiLSTM) algorithm [68] was used to
analyze the user sentiments. Building upon long short-term memory (LSTM) [69,70],
a recurrent neural network was designed to model the temporal data in the likes on
the texts, with the BiLSTM synthesizing the two LSTMs to learn each token in a textual
sequence based on both the past and future contexts of the token. Therefore, the BiLSTM,
which has proven to be effective for emotion analysis, was able to capture the two-way
semantic dependencies.

In this paper, the BiLSTM algorithm was used to identify the emotional tendency of
the text, and the microblog text data were divided into positive, negative, and neutral
emotion tags for user emotion research.

4. Results and Discussion
4.1. Temporal Variation of Social Media Activities

The Weibo data for the six different themes was initially collected for 5 days after the
accident; however, as the data quantity dropped sharply from the fourth day, data were
collected from 6 p.m. on 10 October 2019 to 12 p.m. on 13 October 2019 for the analysis.
The two curves in Figure 4 show the hourly changes in the number of messages and the
maximum number of messages per minute. The maximum number of messages per minute
was taken as the enthusiasm being shown to participate in the discussion. While messages
may be the result of multiple postings by the same user, the maximum number of messages
per minute indicates the popularity of participating in the discussion. It can be seen that
the trends in the two curves were almost the same, which basically proved that in this
event, the change in the microblog numbers reflected the users’ participation in the theme
discussion and was the basis for the subsequent data analysis.
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Figure 5 shows the changes in the number of forwards/comments/likes, with the
number of likes being higher than the forwards or comments, as it is the simplest action.
These three metrics revealed how the users participated in the accident discussions, with
the trend changes being basically the same. The similarities in the trends show that the
social media activities had obvious temporal characteristics, with the total number of
microblogs when combined with the temporal characteristics being similar to the users’
work schedules. The discussions continued until around 11 o’clock in the evening, with the
other discussion peaks the following days being early in the morning, around the lunch
break, and straight after work, as shown in Figure 6, which seemed to indicate that the
users did not change their daily schedules to discuss this emergency.
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The Sina-Weibo platform has three main types of users: official authentication ac-
counts, such as official media, enterprises, and institutions; personal authentication ac-
counts, such as actors, athletes, and entrepreneurs; and personal accounts for ordinary
users, which are the greater in number. To understand the role of these three user types
after the accident, Figure 6 was drawn up, which shows that when the accident occurred,
the individual user responses were the fastest because they did not need to be particularly
careful about their words; however, as official users do not represent individuals, their
actions are not as rapid. One day after the incident, the number of officially authenticated
accounts prevailed to report, discuss, and quash rumors about the incident. Compared with
the other two types of accounts, the official authentication account had a stronger event
continuity. Because of the relatively smaller number of users, the personal authentication
account was small. However, the change trends in all three were similar.
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The change rules for the number of messages in each theme are shown in Figure 7,
with the curves of different colors representing the different themes. When a new theme
was generated, it often attracted attention quickly. The most obvious changes were in
the sharp increases in interest when new themes emerged, which were also accompanied
by a rapid decline in the previous theme’s discussions; for example, the emergence of
Themes 2 and 3 led to a decline in the discussion of Theme 1, the emergence of Theme 4
was accompanied by a decline in the discussions of Themes 2 and 3, and the emergence
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of Theme 5 was accompanied by a decline in discussions on Theme 4. Because Theme
6 attracted a great deal of interest, the discussions on the other themes dropped sharply
to near zero. In particular, Theme 3 was officially confirmed as a rumor shortly after its
appearance, and the theme discussion quickly disappeared thereafter, which somewhat
proved the importance of timely rumor removal to curb the spread of rumors.
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As the start time of each theme was different, the change trends in the six themes
were simulated in Figure 8, from which it can be seen that the change trends were similar.
Therefore, although the sequence of themes was different, the discussion heat in each
appeared to have a certain consistency.
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4.2. Temporal Variations in the Trending Themes

To analyze the changes after the accident in the Sina-Weibo public opinion focus over
time, topic analysis using the LDA model was applied. The data were first segmented to
identify the high-frequency vocabulary being used to discuss the accident, which as shown
in Figure 9 was basically the same as the topic keywords for the six topics selected using
the Sina-Weibo hashtags. All 59,263 messages were divided into 11 equal parts along the
timeline; however, a fixed time period was not set because there may have been a large
difference in the data quantities in the same time pane. To determine the number of topics
in the LDA model for each data set, repeated experiments were conducted to determine
the optimal number of topics with the least overlap, with the optimal number of topics in
each group being found to be 10 to ensure clear and unique topic features. Therefore, the
number of topics in the LDA model was set to 10, with a total of 110 topics identified for
the 11 data sets. Some of the unrelated topics were removed, so finally 84 topics related
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to the accident were identified, some of which are shown in Figure 10. The number after
each word represents its probability of occurrence under this topic. Combined with expert
opinions, we condensed all topics according to these words, which could be summarized
under four main headings: (1) accident information; (2) loss and damages; (3) questioning
liability; and (4) emotions. Based on these four topics, we selected three experts to classify
eighty-four topics by voting, the results of which are shown in Table 2.
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Table 2. Topic classification results.

Accident
Information

Loss and
Damages

Questioning of
Liability Emotions

Dataset 1 2 0 3 4
Dataset 2 1 1 2 3
Dataset 3 3 0 3 4
Dataset 4 3 2 1 3
Dataset 5 3 0 3 0
Dataset 6 3 0 1 2
Dataset 7 0 0 9 0
Dataset 8 1 0 3 2
Dataset 9 0 2 0 5

Dataset 10 0 3 0 4
Dataset 11 0 2 0 6

Total (percentage) 16(19%) 10(12%) 25(30%) 33(39%)

Figure 11 shows the intuitive results for the topic analysis, from which it can be seen
that emotional expression played an important role in the public opinion development
for the entire accident. Without going through the accident or understanding the accident
causes, the social media was a platform for people to express their emotions. Greater
attention to “accident information” was found in Dataset 6. The original data indicated that
this data set was composed of messages issued by officially certified users from 2:00 p.m.
to 3:00 p.m. on 11 October 2019, at which time most users were at work as discussed in
Section 4.1; therefore, the main relevant accident information was disclosed by the official
media in this period. Dataset 7 was focused on “questioning of liability”, which reached
its zenith between 4:30 p.m–6:00 p.m. on 11 October 2019, at which time the media had
revealed that one of the victims had been a single father. Sympathy for the victims inspired
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the public to question who was responsible for the accident; therefore, dissatisfaction with
the responsible party and mourning for the victims were both being expressed.
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4.3. Temporal Variation of Public Sentiment

The BiLSTM algorithm was adopted to score each user message on the different themes
to identify the emotional changes in the accident. The average score for a user’s microblog
was calculated for the data processing, and the part with too little data discarded. Figure 12
shows the changing user emotions for the six themes, from which different attitudes for
different themes can be seen. The highest overall emotional score was for theme six as the
accident was distressing and the identity of the single father victim more likely to cause
discussion. Under this theme, people expressed condolences and blessings to the deceased
as well as sympathy for the little girl who lost her father, which indicated that users were
more concerned about the victims than the incident itself.

The lowest overall emotional score was for Theme 4 with the discussion focused
on bridge quality, dissatisfaction with Government actions, and distress for the human
casualties and economic losses. Similar negative emotions were found for Themes 3
and 5, which discussed the construction unit of the bridge and the perpetrator of the
accident. Although Theme 3 was eventually confirmed to be a rumor, users who did not
know the truth initially expressed negative emotions during the discussion. Themes 1
and 2 ran through the whole event, and as the users discussed various types of related
news under these two themes, the emotional scores fluctuated in concert with the users’
changing perceptions.
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4.4. Correlations between Social Media Activities and Public Sentiment

To further verify the similarities between the social media activities and the Sina-Weibo
platform users’ emotional changes towards the accident, a correlation analysis was con-
ducted on the collected Sina-Weibo messages across eight data dimensions: number of mes-
sages/forwards/comments/likes, number of messages posted by official-authenticated/
personal-authenticated account/personal accounts, and max number of messages per
minute; and the public sentiment score data. Four indicators showed correlation character-
istics of sig < 0.05, as shown in Table 3.

The number of messages posted by the personal-authenticated accounts showed the
strongest correlation. Although there were many microblogs posted by official users, most
were republished official messages released by the Government. The repetitive content
was very high and could not have had much influence on user moods. As personal
authentication accounts have a certain credibility and many followers, their opinions about
such accidents can often affect user emotions. For this accident, the number of Weibo
messages and users’ emotions had a positive correlation. The important reason was that
the Government played a positive role in this incident by quickly refuting rumors and
announcing event progress, which was reflected in the positive sentiment of the users.
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Table 3. Correlation coefficients between public sentiment and the number of messages, personal-
authentication accounts, personal accounts, and maximum number of messages per minute.

Number of
Messages

Personal-
Authenticated

Accounts

Personal
Accounts

Maximum Number of
Messages per Minute

Sentiment
P 0.258 0.433 0.277 0.398

Sig. 0.023 0.000 0.014 0.000

4.5. Discussion

This study sought to comprehend the evolution of social media user behavior and
emotions during emergency events. Different from previous studies, more emphasis was
put on the data collection stage and the refinement of the original data. Therefore, unlike
previous studies, the endogenous trends in social media activities were not examined;
rather, this study took a continuous exposure focus on the same event to examine the
impact of related events on the behaviors and emotions of the social media users. By
analyzing the content in the different related topics, it was possible to compare the laws of
the respective social activities and identify the correlations.

The data text and sentiment analysis connected the overall data and segmented data to
elucidate the changes in user behavior and emotional responses and explore the correlations
between the popular events and the social media user focus; therefore, future research
plans to explore the general law further by tracking more events.

The Weibo messages publishers were carefully examined, and the event developments
compared to identify the roles played by these different social media users in response to
emergencies and to understand the user behavior in these types of situations. This research
could assist in streamlining social media emergency information releases to integrate media
resources and ease public anxiety.

A large number of similar events occur every year and there are also many discussions
on social platforms, however, the Government deals with different events in different ways.
Judging the different dissemination effects of official information released at different
time points and determining the different effects of the official information released at
different event points on user emotions is important to improve the effectiveness of official
information in emergencies.

This paper provides some novel insights on refining social media research data, iden-
tifying and extracting data sources, perceiving the impact of focused themes derived from
the accident background on user behaviors and sentiment, and exploring the correlations
between them.

5. Conclusions and Future Research Directions

With the popularity of mobile devices, after major social events, people tend to use
social media to browse event information and express their opinions, which has also made
social media an important source of research data. This study selected the “2019 Wuxi
Viaduct Collapse” as the research object to examine the evolution of social media activities
after emergencies and analyze the emotional changes in the user populations.

This study had innovative data acquisition. Data from different themes under the
same accident were analyzed to develop a framework to track the evolution of the social
media user behavior and public sentiment and analyze their correlations. This analysis
found that the social media activities were in line with normal daily activities and that
users did not appear to intentionally change their schedules because of the accident. As
events developed, new social media themes were generated, which quickly attracted the
attention of users and led to an interest decline in the previous theme. However, the trends
for the different themes generated under the same event had similar trends.

Research on user concerns found that the most important function of Sina-Weibo for
users was to express their feelings and emotions, with the emotions varying significantly
depending on the themes. Users were strongly dissatisfied with the damage caused by
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the accident, and although a specific cause of the accident was not identified, criticisms
emerged. However, the users tended to use more positive words for the victims and
to express their mourning, and the user sentiments were also positively related to the
information released by the personal-authentication accounts, which was because of the
large number of followers and their high credibility. The positive correlation with the
number of messages and the maximum number of messages per minute suggested that
people had a more positive attitude towards what happened at each time node in this
event. Another limitation of this paper is that it only analyzes Chinese information, and
other users can also discuss emergencies in other languages

There were, however, several limitations to this research. First of all, location infor-
mation was not applied because there was insufficient geographic data, and the spatial
evolution was small after the event. Future research plans to use geospatial data to more
closely examine the development of disasters. Second, due to the short duration of this
accident, this article only researched the number of messages published by three user types
and there was no deep research on the information dissemination network created by
different users, which is to be the focus of future research.

Author Contributions: Conceptualization, M.G., H.G. and J.Z.; methodology, M.G.; software, M.G.;
validation, M.G., H.G. and J.Z.; formal analysis, M.G.; data curation, M.G.; writing—original draft
preparation, M.G.; writing—review and editing, H.G. and J.Z.; visualization, H.G. and J.Z.; supervi-
sion, H.G. and J.Z.; project administration, H.G.; funding acquisition, H.G. All authors have read and
agreed to the published version of the manuscript.

Funding: This work was supported by the National Natural Science Foundation of China [Grant
Numbers 72074198, 71874165]; the National Social Science Fund of China [Grant Numbers 21AZD074];
the Research Foundation of Philosophy and Social Sciences of Ministry of Education of China [Grant
Number 20JHQ094]; Young Talents Foundation of The Central Propaganda Department [Grant
Number 2020084007].

Data Availability Statement: By examing the event timelines and the associated hashtags on the
popular Chinese social media site Sina-Weibo (https://weibo.com/login.php accessed on 20 October
2019). The 2019 Wuxi viaduct collapse accident was taken as the research object and the event
timeline and the Sina-Weibo tagging function focused on to analyze the behaviors and emotional
changes in the social media users and elucidate the correlations.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Fang, J.; Hu, J.; Shi, X.; Zhao, L. Assessing disaster impacts and response using social media data in China: A case study of 2016

Wuhan rainstorm. Int. J. Disaster Risk Reduct. 2018, 34, 275–282. [CrossRef]
2. Wang, Y.; Wang, T.; Ye, X.; Zhu, J.; Lee, J. Using social media for emergency response and urban sustainability: A case study of the

2012 Beijing rainstorm. Sustainability 2015, 8, 25. [CrossRef]
3. Diakopoulos, N.; De Choudhury, M.; Naaman, M. Finding and assessing social media information sources in the context of

journalism. In Proceedings of the 2012 SIGCHI Conference on Human Factors in Computing Systems, Austin, TX, USA, 5–10
May 2012; pp. 2451–2460. [CrossRef]

4. Kwak, H.; Lee, C.; Park, H.; Moon, S. What is Twitter, a social network or a news media? In Proceedings of the 19th International
Conference on World Wide Web, Raleigh, NC, USA, 26–30 April 2010; pp. 591–600. [CrossRef]

5. Starbird, K.; Muzny, G.; Palen, L. Learning from the crowd: Collaborative filtering techniques for identifying on-the-ground
Twitterers during mass disruptions. In Proceedings of the 9th International Conference on Information Systems for Crisis
Response and Management (ISCRAM 2012), Vancouver, BC, Canada, 22–25 April 2012; pp. 1–10.

6. Zubiaga, A.; Ji, H.; Knight, K. Curating and contextualizing Twitter stories to assist with social newsgathering. In Proceedings
of the 2013 International Conference on Intelligent User Interfaces, Santa Monica, CA, USA, 19–22 March 2013; pp. 213–224.
[CrossRef]

7. Gao, Y.; Wang, F.; Luan, H.; Chua, T.-S. Brand data gathering from live social media streams. In Proceedings of the 2014
International Conference on Multimedia Retrieval, Glasgow, UK, 1–4 April 2014; Volume 169. [CrossRef]

8. Olteanu, A.; Castillo, C.; Diaz, F.; Kıcıman, E. Social data: Biases, methodological pitfalls, and ethical boundaries. Front. Big Data
2019, 2. [CrossRef]

9. Sung, K.H.; Lee, M.J. Do online comments influence the public’s attitudes toward an organization? Effects of online comments
based on individuals’ prior attitudes. J. Psychol. 2014, 149, 325–338. [CrossRef]

https://weibo.com/login.php
http://doi.org/10.1016/j.ijdrr.2018.11.027
http://doi.org/10.3390/su8010025
http://doi.org/10.1145/2207676.2208409
http://doi.org/10.1145/1772690.1772751
http://doi.org/10.1145/2449396.2449424
http://doi.org/10.1145/2578726.2578748
http://doi.org/10.3389/fdata.2019.00013
http://doi.org/10.1080/00223980.2013.879847


Healthcare 2021, 9, 1109 16 of 17

10. Azar, P.D.; Lo, A.W. The wisdom of twitter crowds: Predicting stock market reactions to FOMC meetings via Twitter feeds. J.
Portf. Manag. 2016, 42, 123–134. [CrossRef]

11. Lee, L.F.; Hutton, A.P.; Shu, S. The role of social media in the capital market: Evidence from consumer product recalls. J. Account.
Res. 2015, 53, 367–404. [CrossRef]

12. Rawat, S.; Divekar, R. Developing a social media presence strategy for an e-commerce business. Procedia Econ. Financ. 2014, 11,
626–634. [CrossRef]

13. Fu, K.-W.; Chau, M. Reality check for the Chinese microblog space: A random sampling approach. PLoS ONE 2013, 8, e58356.
[CrossRef] [PubMed]

14. Kitsak, M.; Gallos, L.; Havlin, S.; Liljeros, F.; Muchnik, L.; Stanley, H.E.; Makse, H.A. Identification of influential spreaders in
complex networks. Nat. Phys. 2010, 6, 888–893. [CrossRef]

15. Pickard, G.; Pan, W.; Rahwan, I.; Cebrian, M.; Crane, R.; Madan, A.; Pentland, A. Time-critical social mobilization. Science 2011,
334, 509–512. [CrossRef] [PubMed]

16. Zarrinkalam, F.; Kahani, M.; Bagheri, E. Mining user interests overactive topics on social networks. Inf. Process. Manag. 2018, 54,
339–357. [CrossRef]

17. Bai, H.; Yu, G.A. Weibo-based approach to disaster informatics: Incidents monitor in post-disaster situation via Weibo text
negative sentiment analysis. Nat. Hazards 2016, 83, 1177–1196. [CrossRef]

18. Zheng, X.; Wang, J.; Jie, F.; Li, L. Two Phase Based Spammer Detection in Weibo. In Proceedings of the IEEE International
Conference on Data Mining Workshop IEEE, Atlantic City, NJ, USA, 15–17 November 2015. [CrossRef]

19. Zhao, Y.L. Feature analysis based on Weibo user interest detection algorithm. Telecom Eng. Tech. Stand. 2012, 25, 79–83.
20. Wu, X.P. Discursive strategies of resistance on Weibo: A case study of the 2015 Tianjin explosions in China. Discourse Context

Media 2018, 26, 64–73. [CrossRef]
21. Emadi, M.; Rahgozar. M. Twitter sentiment analysis using fuzzy integral classifier fusion. J. Inf. Sci. 2020, 46, 226–242. [CrossRef]
22. Kuncheva, L.I. Combining Pattern Classifiers: Methods and Algorithms; John Wiley and Sons: Hoboken, NJ, USA, 2014.
23. Wang, H.; Qian, G.; Feng, X.-Q. Predicting consumer sentiments using online sequential extreme learning machine and intuition-

istic fuzzy sets. Neural Comput. Appl. 2012, 22, 479–489. [CrossRef]
24. Goel, S.; Anderson, A.; Hofman, J.; Watts, D.J. The structural virality of online diffusion. Manag. Sci. 2015. [CrossRef]
25. Khatua, A.; Khatua, A.; Cambria, E. A tale of two epidemics: Contextual Word2Vec for classifying twitter streams during

outbreaks. Inf. Process. Manag. 2019, 56, 247–257. [CrossRef]
26. Hasan, M.; Orgun, M.A.; Schwitter, R. Real-time event detection from the Twitter data stream using the TwitterNews+ Framework.

Inf. Process. Manag. 2018, 56, 1146–1165. [CrossRef]
27. Derczynski, L.; Albert-Lindqvist, T.O.; Bendsen, M.V.; Inie, N.; Pedersen, V.D.; Pedersen, J.E. Misinformation on Twitter during

the Danish national election: A case study. In Proceedings of the 2019 Conference for Truth and Trust Online, London, UK, 4–5
October 2019. [CrossRef]

28. Falavarjani, S.A.M.; Zarrinkalam, F.; Jovanovic, J.; Bagheri, E.; Ghorbani, A.A. The reflection of offline activities on users’ online
social behavior: An observational study. Inf. Process. Manag. 2019, 56, 102070. [CrossRef]

29. Li, Y.; Guo, H.; Zhang, Q.; Gu, M.; Yang, J. Imbalanced text sentiment classification using universal and domain-specific
knowledge. Knowl.-Based Syst. 2018, 160, 1–15. [CrossRef]

30. Liu, B. Sentiment analysis and opinion mining. Synth. Lect. Hum. Lang. Technol. 2012, 5, 1–167. [CrossRef]
31. Yang, C.; Zhang, H.; Jiang, B.; Li, K. Aspect-based sentiment analysis with alternating coattention networks. Inf. Process. Manag.

2019, 56, 463–478. [CrossRef]
32. Liu, Q.N.; Niu, K.; He, Z.Q.; He, X. Microblog User Interest Modeling Based on Feature Propagation. In Proceedings of the

2013 6th International Symposium on Computational Intelligence and Design (ISCID), Hangzhou, China, 28–29 October 2013.
[CrossRef]

33. Xu, K.; Zheng, X.S.; Cai, Y.; Min, H.Q.; Gao, Z.; Zhu, B.J.; Xie, X.R.; Wong, T.L. Improving User Recommendation by Extracting
Social Topics and Interest Topics of Users in Uni-Directional Social Networks. Knowl.-Based Syst. 2018, 40, 120–133. [CrossRef]

34. Wang, S.Q.; Li, C.P.; Wang, Z.; Chen, H.; Zheng, K. BPF++: A Unified Factorization model for predicting retweet behaviors. Inf.
Sci. 2020, 515, 218–232. [CrossRef]

35. Procter, R.; Crump, J.; Karstedt, S.; Voss, A.; Cantijoch, M. Reading the riots: What were the police doing on Twitter? Polic. Soc.
2013, 23, 413–436. [CrossRef]

36. Alexander, D.E. Social Media in Disaster Risk Reduction and Crisis Management. Sci. Eng. Ethics 2014, 20, 717–733. [CrossRef]
37. Derczynski, L.; Meesters, K.; Bontcheva, K.; Maynard, D. Helping crisis responders find the informative needle in the tweet

haystack. arXiv 2018, arXiv:1801.09633.
38. Wang, Z.; Ye, X. Social media analytics for natural disaster management. Int. J. Geogr. Inf. Sci. 2017, 32, 49–72. [CrossRef]
39. Zhang, R.; Lee, H.; Radev, D. Dependency sensitive convolutional neural networks for modeling sentences and documents. arXiv

2016, arXiv:1611.02361. Available online: http://arxiv.org/abs/1611.02361 (accessed on 8 April 2020).
40. Cozza, V.; Messina, A.; Montesi, D.; Arietta, L.; Magnani, M. Spatio-temporal keyword queries in social networks. In Proceedings

of the East European Conference on Advances in Databases and Information Systems, Genoa, Italy, 1–4 September 2013; Volume
8133, pp. 70–83. [CrossRef]

http://doi.org/10.3905/jpm.2016.42.5.123
http://doi.org/10.1111/1475-679X.12074
http://doi.org/10.1016/S2212-5671(14)00228-7
http://doi.org/10.1371/journal.pone.0058356
http://www.ncbi.nlm.nih.gov/pubmed/23520502
http://doi.org/10.1038/nphys1746
http://doi.org/10.1126/science.1205869
http://www.ncbi.nlm.nih.gov/pubmed/22034432
http://doi.org/10.1016/j.ipm.2017.12.003
http://doi.org/10.1007/s11069-016-2370-5
http://doi.org/10.1109/ICDMW.2015.22
http://doi.org/10.1016/j.dcm.2018.05.002
http://doi.org/10.1177/0165551519828627
http://doi.org/10.1007/s00521-012-0853-1
http://doi.org/10.1287/mnsc.2015.2158
http://doi.org/10.1016/j.ipm.2018.10.010
http://doi.org/10.1016/j.ipm.2018.03.001
http://doi.org/10.36370/tto.2019.16
http://doi.org/10.1016/j.ipm.2019.102070
http://doi.org/10.1016/j.knosys.2018.06.019
http://doi.org/10.2200/S00416ED1V01Y201204HLT016
http://doi.org/10.1016/j.ipm.2018.12.004
http://doi.org/10.1109/ISCID.2013.102
http://doi.org/10.1016/j.knosys.2017.10.031
http://doi.org/10.1016/j.ins.2019.12.017
http://doi.org/10.1080/10439463.2013.780223
http://doi.org/10.1007/s11948-013-9502-z
http://doi.org/10.1080/13658816.2017.1367003
http://arxiv.org/abs/1611.02361
http://doi.org/10.1007/978-3-642-40683-6_6


Healthcare 2021, 9, 1109 17 of 17

41. Pourebrahim, N.; Sultana, S.; Edwards, J.; Gochanour, A.; Mohanty, S. Understanding communication dynamics on Twitter
during natural disasters: A case study of Hurricane Sandy. Int. J. Disaster Risk Sci. 2019, 37. [CrossRef]

42. Teodorescu, H.L. Using analytics and social media for monitoring and mitigation of social disasters. Procedia Eng. 2015, 107,
325–334. [CrossRef]

43. Middleton, S.E.; Middleton, L.; Modafferi, S. Real-time crisis mapping of natural disasters using social media. IEEE Intell. Syst.
2013, 29, 9–17. [CrossRef]

44. Chae, J.; Thom, D.; Jang, Y.; Kim, S.; Ertl, T.; Ebert, D. Public behavior response analysis in disaster events utilizing visual analytics
of microblog data. Comput. Graph. 2014, 38, 51–60. [CrossRef]

45. De Albuquerque, J.P.; Herfort, B.; Brenning, A.; Zipf, A. A geographic approach for combining social media and authoritative
data towards identifying useful information for disaster management. Int. J. Geogr. Inf. Sci. 2015, 29, 667–689. [CrossRef]

46. Smith, L.S.; Liang, Q.; James, P.; Lin, W. Assessing the utility of social media as a data source for flood risk management using a
real-time modelling framework. J. Flood Risk Manag. 2015, 10, 370–380. [CrossRef]

47. Alam, F.; Ofli, F.; Imran, M. Descriptive and visual summaries of disaster events using artificial intelligence techniques: Case
studies of hurricanes Harvey, Irma, and Maria. Behav. Inf. Technol. 2019, 39, 288–318. [CrossRef]

48. Dontas, E.; Toufexis, F.; Bardis, N.; Doukas, N. Data acquisition for environmental and humanitarian crisis management. In Green
IT Engineering: Components, Networks and Systems Implementation; Springer: Cham, Switzerland, 2017; Volume 105, pp. 87–107.

49. Dutt, R.; Basu, M.; Ghosh, K.; Ghosh, S. Utilizing microblogs for assisting post-disaster relief operations via matching resource
needs and availabilities. Inf. Process. Manag. 2019, 56, 1680–1697. [CrossRef]

50. Mendoza, M.; Poblete, B.; Castillo, C. Twitter under crisis. In Proceedings of the First Workshop on Social Media Analytics,
Washington, DC, USA, 25–28 July 2010; pp. 71–79. [CrossRef]

51. Mittelstädt, S.; Wang, X.; Eaglin, T.; Thom, D.; Keim, D.; Tolone, W.; Ribarsky, W. An integrated in-situ approach to impacts from
natural disasters on critical infrastructures. In Proceedings of the 48th Hawaii International Conference on System Sciences,
Kauai, HI, USA, 5–8 January 2015; pp. 1118–1127. [CrossRef]

52. Ragini, J.R.; Anand, P.R.; Bhaskar, V. Big data analytics for disaster response and recovery through sentiment analysis. Int. J. Inf.
Manag. 2018, 42, 13–24. [CrossRef]

53. Wang, B.; Zhuang, J. Rumor response, debunking response, and decision makings of misinformed Twitter users during disasters.
Nat. Hazards 2018, 93, 1145–1162. [CrossRef]

54. McGregor, S.C. Social media as public opinion: How journalists use social media to represent public opinion. Journalism 2019, 20,
1070–1086. [CrossRef]

55. Han, X.; Wang, J. Using social media to mine and analyze public sentiment during a disaster: A case study of the 2018 Shouguang
City flood in China. ISPRS Int. J. Geo-Inf. 2019, 8, 185. [CrossRef]

56. Qin, Z.; You, Z.; Jin, H.; Gan, X.; Wang, J. Homophily-driven evolution increases the diffusion accuracy in social networks. IEEE
Trans. Netw. Sci. Eng. 2020, 7, 2680–2692. [CrossRef]

57. Han, K.; He, Y.; Huang, K.; Xiao, X.; Tang, S.; Xu, J.; Huang, L. Best bang for the buck: Cost-effective seed selection for online
social networks. IEEE Trans. Knowl. Data Eng. 2019, 32, 2297–2309. [CrossRef]

58. Gao, J.; Schoenebeck, G.R.; Yu, F. The volatility of weak ties: Co-evolution of selection and influence in social networks. In
Proceedings of the 18th International Conference on Autonomous Agents and MultiAgent Systems, Montreal, QC, Canada, 13–17
July 2019.

59. Chatfield, A.T.; Brajawidagda, U. Twitter tsunami early warning network: A social network analysis of Twitter information flows.
In Proceedings of the 23rd Australasian Conference on Information Systems, Geelong, Australia, 3–5 December 2012.

60. Cheong, F.; Cheong, C. Social media data mining: A social network analysis of tweets during the 2010–2011. Aust. Floods PACIS
2011, 11, 46.

61. Lu, X.; Brelsford, C. Network structure and community evolution on Twitter: Human behavior change in response to the 2011
Japanese earthquake and tsunami. Sci. Rep. 2014, 4, 6773. [CrossRef]

62. Chatfield, A.; Scholl, H.J.; Brajawidagda, U. Tsunami early warnings via Twitter in government: Net-savvy citizens’ co-production
of time-critical public information services. Gov. Inf. Q. 2013, 30, 377–386. [CrossRef]

63. Wang, B.; Zhuang, J. Crisis information distribution on Twitter: A content analysis of tweets during Hurricane Sandy. Nat.
Hazards 2017, 89, 161–181. [CrossRef]

64. Li, L.; Zhang, Q.; Tian, J.; Wang, H. Characterizing information propagation patterns in emergencies: A case study with Yiliang
earthquake. Int. J. Inf. Manag. 2018, 38, 34–41. [CrossRef]

65. Caldarelli, G.; De Nicola, R.; Petrocchi, M.; Pratelli, M.; Saracco, F. Flow of online misinformation during the peak of the COVID-19
pandemic in Italy. EPJ Data Sci. 2021, 10, 1–23. [CrossRef]

66. Blei, D.M.; Ng, A.Y.; Jordan, M.I. Latent Dirichlet allocation. J. Mach. Learn. Res. 2003, 3, 993–1022.
67. Griffiths, T.L.; Steyvers, M. Finding scientific topics. Proc. Natl. Acad. Sci. USA 2004, 101, 5228–5235. [CrossRef] [PubMed]
68. Lample, G.; Ballesteros, M.; Subramanian, S.; Kawakami, K.; Dyer, C. Neural architectures for named entity recognition. arXiv

2016, arXiv:1603.01360. [CrossRef]
69. Elman, J. Finding structure in time. Cogn. Sci. 1990, 14, 179–211. [CrossRef]
70. Hochreiter, S.; Schmidhuber, J. Long short-term memory. Neural Comput. 1997, 9, 1735–1780. [CrossRef]

http://doi.org/10.1016/j.ijdrr.2019.101176
http://doi.org/10.1016/j.proeng.2015.06.088
http://doi.org/10.1109/MIS.2013.126
http://doi.org/10.1016/j.cag.2013.10.008
http://doi.org/10.1080/13658816.2014.996567
http://doi.org/10.1111/jfr3.12154
http://doi.org/10.1080/0144929X.2019.1610908
http://doi.org/10.1016/j.ipm.2019.05.010
http://doi.org/10.1145/1964858.1964869
http://doi.org/10.1109/hicss.2015.136
http://doi.org/10.1016/j.ijinfomgt.2018.05.004
http://doi.org/10.1007/s11069-018-3344-6
http://doi.org/10.1177/1464884919845458
http://doi.org/10.3390/ijgi8040185
http://doi.org/10.1109/TNSE.2020.2978919
http://doi.org/10.1109/TKDE.2019.2922271
http://doi.org/10.1038/srep06773
http://doi.org/10.1016/j.giq.2013.05.021
http://doi.org/10.1007/s11069-017-2960-x
http://doi.org/10.1016/j.ijinfomgt.2017.08.008
http://doi.org/10.1140/epjds/s13688-021-00289-4
http://doi.org/10.1073/pnas.0307752101
http://www.ncbi.nlm.nih.gov/pubmed/14872004
http://doi.org/10.18653/v1/n16-1030
http://doi.org/10.1207/s15516709cog1402_1
http://doi.org/10.1162/neco.1997.9.8.1735

	Introduction 
	Related Work 
	Mining Sina-Weibo Data 
	Use of Social Media during Emergencies and Crises 

	Data and Methods 
	Study Case Description 
	Data and Pre-Processing 
	Data 
	Data Pre-Processing 

	Method 
	Text Analysis 
	Sentiment Analysis 


	Results and Discussion 
	Temporal Variation of Social Media Activities 
	Temporal Variations in the Trending Themes 
	Temporal Variation of Public Sentiment 
	Correlations between Social Media Activities and Public Sentiment 
	Discussion 

	Conclusions and Future Research Directions 
	References

