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Abstract: Objective: This study presents a low-memory-usage ectopic beat classification convolutional
neural network (CNN) (LMUEBCNet) and a correlation-based oversampling (Corr-OS) method for
ectopic beat data augmentation. Methods: A LMUEBCNet classifier consists of four VGG-based
convolution layers and two fully connected layers with the continuous wavelet transform (CWT)
spectrogram of a QRS complex (0.712 s) segment as the input of the LMUEBCNet. A Corr-OS method
augmented a synthetic beat using the top K correlation heartbeat of all mixed subjects for balancing
the training set. This study validates data via a 10-fold cross-validation in the following three
scenarios: training/testing with native data (CV1), training/testing with augmented data (CV2), and
training with augmented data but testing with native data (CV3). Experiments: The PhysioNet MIT-
BIH arrhythmia ECG database was used for verifying the proposed algorithm. This database consists
of a total of 109,443 heartbeats categorized into five classes according to AAMI EC57: non-ectopic
beats (N), supraventricular ectopic beats (S), ventricular ectopic beats (V), a fusion of ventricular and
normal beats (F), and unknown beats (Q), with 90,586/2781/7236/803/8039 heartbeats, respectively.
Three pre-trained CNNs: AlexNet/ResNet18/VGG19 were utilized in this study to compare the
ectopic beat classification performance of the LMUEBCNet. The effectiveness of using Corr-OS data
augmentation was determined by comparing (1) with/without using the Corr-OS method and (2) the
Next-OS data augmentation method. Next-OS augmented the synthetic beat using the next heartbeat
of one subject. Results: The proposed LMUEBCNet can achieve a 99.4% classification accuracy
under the CV2 and CV3 cross-validation scenarios. The accuracy of the proposed LMUEBCNet is
0.4–0.5% less than the performance obtained from AlexNet/ResNet18/VGG19 under the same data
augmentation and cross-validation scenario, but the parameter usage is only 10% or less than that of
the AlexNet/ResNet18/VGG19 method. The proposed Corr-OS method can improve ectopic beat
classification accuracy by 0.3%. Conclusion: This study developed a LMUEBCNet that can achieve
a high ectopic beat classification accuracy with efficient parameter usage and utilized the Corr-OS
method for balancing datasets to improve the classification performance.

Keywords: ectopic beat classification; MIT-BIH; AAMI; low memory usage; convolutional neural
network (CNN); data augmentation; signal processing; image processing

MSC: 68T07; 92B20; 92C55; 94A12; 94A08; 68U10

1. Introduction

Ectopic beats are a type of cardiac arrhythmias, with the excessive supraventricular
ectopic activity being correlated with an increased risk of stroke, and the ablation of ventric-
ular ectopic beats has been proven to improve cardiomyopathy [1]. Arrhythmia is caused
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by abnormalities of electrical impulses generation and/or conduction and ectopic beats are
a type of cardiac arrhythmias [2]. To automatically recognize an ectopic beat (single heart-
beat) is essential for arrhythmia diagnosis. Classification of normal/ectopic beat can be
categorized into five classes: non-ectopic beats (N), supraventricular ectopic beats (S), ven-
tricular ectopic beats (V), a fusion of ventricular and normal beats (F), and unknown beats
(Q), based on the ANSI/AAMI EC57:2012 standard [3]. The ANSI/AAMI EC57 standard is
published by Association for the Advancement of Medical Instrumentation (AAMI) and
it provides the standard for testing and reporting the performance of the cardiac rhythm
analysis algorithm. Ectopic beat classification is one of the testing items. The ECG databases
such as the MIT-BIH (Massachusetts Institute of Technology—Boston’s Beth Israel Hospi-
tal) arrhythmia database and the AHA (American Heart Association) ECG database are
recommended by EC57 to be used to evaluate the ectopic beat classification performance.

Machine learning (ML) is good for handling multi-dimensional and multi-variety
data and is thus appropriate to process the high-dimensional feature vector extracted from
the ECG database to classify ectopic beats. ML classifiers such as the neural network
(NN) and support vector machine (SVM) have been found to be effective for ectopic beat
detection using morphological and interval-based features. When extracting different
features including higher order statistics (HOSs), Gaussian mixture modeling (GMM), or
wavelet packet entropy (WPE) from the RR interval and then classifying using decision
trees (DTs) or random forest (RF), a 94% accuracy can be obtained in ectopic beat classifica-
tion [4,5]. A combination of feature engineering techniques such as combining a discrete
cosine transform (DCT)/discrete wavelet transform (DWT)/principal component analysis
(PCA)/independent component analysis (ICA) to extract features and classify by various
classifiers such as a k-nearest neighbor (k-NN), NN, SVM, support vector machine and
radial basis function (SVM-RBF), and probabilistic neural network (PNN), can achieve
accuracies of around 98% to 99% in the classification task [6–8].

Deep learning (DL) outperforms ML in many classification problems due to its ability
to execute feature engineering by itself. 1D/2D/3D convolutional neural networks (CNNs)
have been employed to classify ectopic beats with respect to ECG expressed in 1D/2D/3D
forms [9]. In the time domain 1D signal data, Acharya et al. used a 1D-CNN model with
three convolution layers and three fully connected layers, then balanced the dataset using
the standard deviation and Z-score, finally achieving 94.03% in overall accuracy [10]. Wang
et al. and Romdhane et al. used a self-designed 1D-CNN to classify ectopic beats within a
0.9 s to 10 s time-window and obtained an accuracy over 98% [11,12]. Yao et al. applied a
gated recurrent unit (GRU) and six VGG-based local feature extraction modules (LFEM) to
a 1D-CNN and achieved an overall accuracy of 99.61% in a training/test ratio of 8/2 [13].
In the 2D CNN for ectopic beat classification, Al Rahhal et al. and Xie et al. utilized the
continuous wavelet transform (CWT) and STFT to generate a spectrogram, then applied
the pre-trained VGG16 CNN and a self-designed 31-layer CNN classifier and achieved a
high accuracy [14,15]. Zhai et al. applied a dual-beat coupling matrix with 73 by 73 pixels
for generating features and a CNN that consisted of three convolution layers with two FC
layers for classification, finally achieving an overall accuracy of 96.07% (50% training and
50% testing) [16]. Sellami et al. used a nine-layer CNN (one convolution with four residual
modules (two convolutions)) to classify a single beat, two beats, and three beats. Next,
they applied batch-weighted loss to overcome the imbalance between classes and achieved
an overall accuracy of 99.5% and an average sensitivity of 94.7% [17]. For applying a 3D
CNN in ectopic beat classification, Li et al. extracted and formulated the three-dimensional
features including the single heartbeat segment, RRI ratios, and beat-to-beat correlations,
and classified the three-dimensional features using the 3D-CNN, obtaining an overall
accuracy of 91.44% (50% training and 50% testing) [18].

The low-memory-usage models such as KecNet/LiteNet are designed for the execution
of the deep learning network in the portable device, with satisfactory performance but
lower power consumption/memory usage [19,20]. A deeper CNN architecture generally
can extract more features, but not all of them can be significantly trained [21,22], and this
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might increase the memory usage/complexity/training time [23]. Lu et al. utilized KecNet,
a lightweight network that can classify N/S/V/F/Q classes with a 99.31% accuracy. It is
only 0.11% slightly lower in accuracy but reduces 80% of the parameter count compared
to using GoogleNet [19]. LiteNet developed by He et al. reduces more than half of the
parameter count compared to using AlexNet, and only decreases 0.02% of the F1-score in
the N/S/V/F/Q classification task [20].

The problem of data imbalances occurred in our daily activities, especially in the
physiological signals. The imbalanced dataset makes minority classes easily obtain poor
results, since the model usually fits majority classes in training tasks [24–26]. More and more
research has been addressing the imbalanced dataset problem using data augmentation
methods or oversampling methods [27]. Data imbalance conditions can be found in
many arrhythmia databases such as the MIT-BIH arrhythmia ECG database. Non-ectopic
beats (N), supraventricular ectopic beats (S), ventricular ectopic beats (V), a fusion of
ventricular and normal beats (F), and unknown beats (Q), are 90,586/2781/7236/803/8039,
respectively, in the MIT-BIH arrhythmia ECG database. Class N accounted for more than
half of the database (82.8%), while S and V are only 2.5% and 6.6%, respectively [16]. The
following data augmentation methods are widely used in different studies to solve the
data imbalance problem: (1) random oversampling (ROS), (2) random undersampling
(RUS), (3) the synthetic minority oversampling technique (SMOTE), (4) cost-sensitive
learning, (5) generative adversarial networks (GANs), and (6) augmentation with cropping
images [28]. The above methods used for solving the imbalanced dataset problem, in
particular ROS and RUS, might cause overfitting and underfitting in the deep learning
field with an increase in the minority class and a decrease in the majority class. The
GAN algorithm includes a generator network and a discriminator network to balance the
dataset with augmented figures. However, GANs might consume enormous computational
resources with their two convolutional architectures. Based on the above reasons, the data
augmentation method based on the SMOTE becomes the best choice in this study. In the
above studies for balancing databases, correlation is hardly taken into consideration [29–33].
The traditional SMOTE algorithm only uses Euclidean distance to find k-nearest samples,
whereas the correlation coefficient is also an important factor in obtaining the nearest
samples for generating synthetic data and avoiding some noise or outliers [34–38].

This paper aims to develop a low-memory-usage ectopic beat classification convolutional
neural network (LMUEBCNet) which can achieve more than 99% accuracy for discriminating
N/S/V/F/Q classes in the MIT-BIH arrhythmia ECG database. The parameter usage in the
LMUEBCNet is expected to be less than 10% of the AlexNet/ResNet18/VGG19 method. This
study proposed a data-level oversampling (OS) approach called correlation-based oversam-
pling (Corr-OS), which is modified from the SMOTE method and considers the correlation
and relevance between ECG heartbeats to deal with data imbalance conditions.

The rest of the paper is organized as follows: Section 2 presents the related works
that provide an overview of recent works for ectopic beat classification using low-memory-
usage CNNs and oversampling methods. Section 3 describes the methods developed in
this paper. Section 4 shows the experimental results. Discussions and conclusions of this
work are given in Sections 5 and 6.

2. Related Works
2.1. Low-Memory-Usage Convolutional Neural Network for Ectopic Beat Classification

Mathunjwa et al. transformed 2 s ECG recordings into recurrence plot image and
classified using a self-developed CNN. Noisy and ventricular fibrillation are classified in the
first stage and normal AFib/VPC/APC are classified in the second stage. Mathunjwa et al.
compared the performance of their self-designed network to ResNet (18/34/50/101/152
layers)/AlexNet/VGG-16/19 and concluded that a deeper CNN is not guaranteed to
achieve higher ectopic beat classification accuracy. The customized CNN for ectopic beat
classification can not only obtain higher classification accuracy, but also uses smaller
memory usage/parameters to do so [21]. Lu et al. developed a KecNet 1-D CNN with
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a special sync-conv layer and only three convolution layers to classify N/S/V/F/Q and
achieved a 99.31% accuracy. KecNet consumed only around 20% of parameters and only
decreased accuracy by 0.1% when compared to using GoogLeNet [19] for ectopic beat
classification. He et al. used a LiteNet 1-D CNN with a lighter inception structure and
a residual structure to recognize N/S/V/F/Q, achieving an accuracy of 98.8%. LiteNet
saved 60% of parameters and only decreased accuracy by 0.2% when compared with
GoogLeNet [20]. LiteNet achieves higher classification accuracy than GoogLeNet in ectopic
beat classification while consuming less power.

2.2. Oversampling Data Augmentation for Ectopic Beat Classification

Bernardo et al. utilized a self-designed 1-D CNN classifier with ROS to balance the
dataset and reached an average macro F1-score of 0.98 and an 0.98 F1-score for all classes
(N/S/V/F/Q) [39]. Zhang et al. applied ROS and RUS to balance the dataset of the hybrid
time-frequency 2-D image with the ResNet-101 CNN classifier; they achieved average accu-
racies of 99.62% using ROS and 94.57% using ROS with RUS [40]. Acharya et al. balanced
the dataset using the standard deviation and Z-score and generated all classes so that they
had an equal number to the N class (90,592 images), achieving a significant improvement
from 89.03% to 94.03% in overall accuracy using a 1D-CNN [10]. Lu et al. used 25 PQRST
samples as features and extracted 200 features from a CNN (input signal images). Then,
they applied several balancing methods, such as ROS, RUS, cluster centroids (CC), near
miss (NM), edited nearest neighbors (ENNs), repeated edited nearest neighbors (RENNs),
the neighborhood cleaning rule (NCR), and a one-sided selection (OSS). Finally, using ROS
with a RF classifier obtained a highest accuracy of 99.96% [29]. Mousavi et al. used the
SMOTE method to balance the dataset with a CNN auto-encoder and a bidirectional recur-
rent neural network (BiRNN) to classify the N/S/V/F classes and achieved an accuracy of
99.92% [30]. Ahmad et al. utilized the SMOTE method to oversample S/V/F/Q classes and
obtained 30,000/20,000/20,000/10,000 samples, respectively. Next, using a AlexNet CNN
and self-designed simpler CNN to extract the Gramian angular field (GAF), recurrence
plot (RP), and Markov transition field matrix (MTF) features with the SVM classifier, finally
achieved an accuracy of 99.7% [41]. Shaker et al. applied a GAN as the balancing method
and a 1-D CNN with three inception modules and three FC layers for classification. They
achieved an overall accuracy of above 98.0% and a sensitivity of over 97.7% [31].

3. Methods

The proposed ectopic beat classification algorithm consists of windowing processing,
oversampling, feature generation, and a LMUEBCNet classifier. The flowchart of the
proposed algorithm is shown in Figure 1. The windowing processing segments raw ECG
signal into consecutive 0.712 s windows. The minority classes (S/V/F/Q) are augmented
via the proposed correlation-based oversampling (Corr-OS) method. Corr-OS is generated
by the interpolation of one ECG segment and a segment in the same class with a top K
(K = 1~5) high correlation value. The time domain ECG signal is transformed into a time–
frequency spectrogram (represented as figures) using the continuous wavelet transform
(CWT) in feature generation. The difference between the N class and V/S class can be
enhanced with the help of time–frequency transformation. The LMUEBCNet with low
memory usage is composed of two convolution layers, two VGG-based convolution blocks,
and two fully connected layers.
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3.1. Windowing Processing

Windowing processing was applied for splitting a continuous ECG signal into ECG
windows in order to easily analyze the ectopic beats. Each window segment consists of
0.712 s ECG readings which are centered with the R wave point that is extracted from
each QRS complex. This study used the symbols of the MIT-BIH arrhythmia database
downloaded from the PhysioBank ATM as the center and extended 0.356 s left/right
(127 samples before and 128 samples after the R peak; sampling rate: 360 Hz).

3.2. Feature Generation: Continuous Wavelet Transform (CWT)

The continuous wavelet transform (CWT) is used to emphasize the difference between
N/S/V/F/Q classes from the point of view of the time–frequency spectrum [42,43]. The
computation of the CWT is expressed using Equation (1):

C(a, b) =
∫ ∞

−∞
s(t)

1√
a

ψ

(
t− b

a

)
dt, aεR+ − {0}, bεR, (1)

Morlet wavelet : ψ(x) = e−x2
cos

(
π

√
2

ln 2
x

)
(2)

where s(t) is the signal, a is the scale, b is the translation, ψ(t) is the mother wavelet shown
in Equation (2), ψa,b(t) is the scaled and translated wavelet, and C is the 2D matrix of the
wavelet coefficients. The Morlet wavelet setting of a is two divided by the sampling rate
(360 Hz), and b is zero in this study.

Time–frequency analysis is based on the classical Fourier analysis and assumes that
signals are infinite in time or periodic, while many signals in practice are of a short duration
and change substantially over their duration [4]. The CWT is non-redundant and efficient
enough for accurate reconstruction by continuously varying the translation and scaling the
parameters of the wavelet. The relationship between scale and frequency in the CWT was
also explored as a band-pass filter. Wavelet analysis allows low-frequency information to
be more accurate for long intervals and high-frequency information to be more accurate for
short intervals. Figure 2 shows the original ECG signals for five classes (N/S/V/F/Q) and
the time–frequency spectrogram after transformation.

3.3. LMUEBCNet Classifier and Performance Comparison to Existing CNNs
3.3.1. Low-Memory-Usage Ectopic Beat Classification Network: LMUEBCNet

LMUEBCNet is a neural network architecture that comprises of two convolutional
layers, two VGG-based convolution blocks, and two fully connected layers. The first convo-
lutional layer uses max pooling to downsample by a stride of 2. The second convolutional
layer and two VGG-based convolution blocks are capable of extracting deeper features.
Each VGG-based convolution block consists of two convolutional layers with the same
padding. To avoid overfitting and reduce the parameters, a dropout of 0.25 is applied
after ReLU activation of each convolutional/VGG block, for a total of four times. Addi-
tionally, a max pooling with a stride of 2 is applied after each dropout layer for denoising.
Finally, all the extracted features are connected using fully connected layers with a softmax
activation function.
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LMUEBCNet’s design incorporates 3 × 3 convolutional layers to achieve high per-
formance while minimizing computational time. Unlike popular architectures such as
AlexNet and VGG-16/19 [44], which employ 5 convolutional layers and 3 fully connected
layers, this study proposes a new architecture with only 4 convolutional layers and 2 fully
connected layers. This architecture reduces the number of parameters and model size.
Table 1 displays the proposed LMUEBCNet architecture. The above approach provides a
way of designing CNN architectures for embedded systems with limited memory, such as
the ARM STM32F7 series, which requires only a maximum flash memory of 1 MB to 2 MB.
The last convolutional layer has a maximum of 7 × 7 × 12 parameters, and the output
parameters are set to C (number of classes) × 16 × 3 (number of channels).

Table 1. Proposed LMUEBCNet architecture compared with VGG19 [44].

Layer Filter Numbers Output Size Kernel
Size

Stride
VGG19 LMUEBCNet VGG19 LMUEBCNet VGG19 LMUEBCNet

Input 224 × 224 × 3 - -

1
Convolution 64

64 6 224 × 224 × 64 112 × 112 × 6 3 × 3 1 2

Max Pooling - 112 × 112 × 64 56 × 56 × 6 2 × 2 2

2
Convolution 128

128 8 112 × 112 × 128 56 × 56 × 8 3 × 3 1

Max Pooling - 56 × 56 × 128 28 × 28 × 8 2 × 2 2

3
Convolution

256
256
256

12
12 56 × 56 × 256 28 × 28 × 12 3 × 3 1

Max Pooling - 28 × 28 × 256 14 × 14 × 12 2 × 2 2

4
Convolution

512
512
512

12
12 28 × 28 × 512 14 × 14 × 12 3 × 3 1

Max Pooling - 14 × 14 × 512 7 × 7 × 12 2 × 2 2

5
Convolution

512
512
512

- 14 × 14 × 512 - 3 × 3 1 -

Max Pooling - - 7 × 7 × 512 - 2 × 2 2 -
6 FC - 4096 - - -
7 FC - 4096 1 × 1 × (C * × 48) - -

Output FC - 1000 C * - -

* C: number of the class.

3.3.2. Performance Comparison to Existing CNNs: Pre-Trained
AlexNet/ResNet18/VGG19

This study compared the performance of the proposed LMUEBCNet with existing
CNNs by following these techniques: (1) transfer learning using pre-trained AlexNet/
ResNet18/VGG19 and (2) deep feature extraction with AlexNet and classification via a SVM
classifier. The training process of the CNNs in this research was using the MATLAB® 2019
CNN toolbox [45,46]. The pre-trained CNN models have been trained on approximately
1.2 million images from the ImageNet Dataset [47].

AlexNet [48] is a popular CNN architecture used in computer vision, comprising of
five convolutional layers with ReLU or pooling layers, two fully connected layers, and one
output (fully connected) layer. The architecture’s design, featuring five convolutional layers
and three fully connected layers, has demonstrated high accuracy in image classification
tasks on ImageNet. Due to its success, AlexNet has become a popular choice for deep
learning researchers who use CNNs and GPUs to accelerate the learning process.

The Residual net (ResNet) [49] series have 18/34/50/101/152 convolution layers
in their architectures. This study chose an 18-layer ResNet (ResNet18) to compare the
performance of ectopic beat classification. The degradation problem for the increased depth
of the network is solved by introducing a deep residual learning framework. The original
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mapping will be recast to F(x) + x, and it can be implemented by using a feedforward
neural network with quick connections.

VGG16 and VGG19, developed by the Visual Geometry Group at the University of
Oxford [44], are CNN architectures based on AlexNet’s five convolutional layers and three
fully connected layers. VGG16 has sixteen layers, with thirteen convolutional layers and
three fully connected layers, while VGG19 has nineteen layers, with sixteen convolutional
layers and three fully connected layers. The deeper architectures of the VGG models results
in an increased model weight and computation time. However, for a single crop and similar
layers, VGG outperforms AlexNet in prediction accuracy.

Transfer learning is a useful technique where layers from a pre-trained network on a
large dataset can be fine-tuned on a new dataset. Fine-tuning the network can be faster and
easier than building and training a new network from scratch. The pre-trained network
has already learned many image features, but fine-tuning allows it to learn features specific
to the new dataset [50]. In this study, pre-trained models such as AlexNet, ResNet18, and
VGG19 were utilized with input image sizes of 227 × 227 × 3 pixels for AlexNet and
224 × 224 × 3 pixels for ResNet18 and VGG19. The classification output size was set to
five classes, and all training curves converged to approximately 100%.

Deep feature extraction with AlexNet and classification via a SVM classifier was
also used in this study for evaluating the performance. A pre-trained network can be
used as a feature extractor by taking the layer activations as features. Feature extraction
is a quick, easy way to take advantage of deep learning without having to spend time
and effort training a complete network. The present study used a pre-trained network,
AlexNet, as a feature generator to extract the learned image features and used these features
to train the support vector machine (SVM) classifier [51]. The trained model has better
generalization performance and achieves more advanced classification accuracy compared
with other alternatives.

3.4. Oversampling Method: Correlation-Based Oversampling (Corr-OS)

This study proposes a novel correlation-based oversampling (Corr-OS) method to aug-
ment new beats by identifying the top K (K ∈ N) correlation coefficient beats from all beats.
In contrast to the traditional synthetic minority oversampling technique (SMOTE) methods
that rely on k-nearest neighbors [52], the proposed method considers the importance of the
original signal and identifies the most similar heartbeat based on the correlation coefficient
between heartbeats [34,35]. The pseudo-code for the Corr-OS method is presented in Algo-
rithm 1. The method involves collecting all segments of the MIT-BIH arrhythmia database
records in the same class, calculating the correlation coefficient between each segment, and
selecting the K highest correlation values. The proposed method then augments the artifi-
cial signals by interpolating the target segment with the segment of the highest correlation
value and the target segment with the segment of the second-highest correlation value. For
example, when K = 2, the augmented signal will be interpolated by the target segment with
the segment of the highest correlation value and the target segment with the segment of
the second-highest correlation value.

While random oversampling (ROS) and random undersampling (RUS) are commonly
used to address binary class data imbalance problems, ROS can lead to overfitting. In
multi-class datasets, the synthetic minority oversampling technique (SMOTE) is widely
used to generate artificial samples through interpolating the minority samples and reducing
overfitting [27,28]. However, most SMOTE methods use Euclidean distance to search for
the k-nearest neighbors without considering the signal’s correlation [32,33,53]. In this study,
the proposed Next-OS method augments the synthetic data by selecting the beat and the
next beat with the minimum Euclidean distance from one subject. The pseudo-code for the
Next-OS method is presented in Appendix A Algorithm A1. Although the morphology
of heartbeats differs among healthy individuals, the baseline of adjacent heartbeats has
low variation, making it suitable for use in the proposed method. The proposed method
finds all heartbeats with the same ectopic type in one record, except the segments where
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the R peak is too close to the beginning or end of the records. If there is no other heartbeat
with the same ectopic type next to the target heartbeat, the method goes back to the first
heartbeat of the record. Some augmented beats may be missing in the data that are too
close to the end in the Next-OS method.

Algorithm 1. Pseudo-code of Corr-OS()

Mathematics 2023, 11, x FOR PEER REVIEW 1 of 6 
 

 

Table 2. Proposed Corr-OS algorithm. 

Algorithm 2. Pseudo-code of Corr-OS() 
1: Inputs: Symbol (downloaded from PhysioBank ATM) array of the subject: S 

30-min ECG Lead II signal of the subject: ecg 
Total number (beats) of the class: n 
Total number (beats) of the majority class: 𝑁𝑁𝑚𝑚𝑚𝑚𝑚𝑚 
Total number (beats) of the minority class: 𝑁𝑁𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 
Dilation of the CWT: 𝑎𝑎 = 0.1 
Translation of the CWT: 𝑏𝑏 = 0 
 

2: Method: 
for h = 1 to nS (total number of subjects) 

for i = 1 to n (total number (beats) of the record) 
S_R = sampling rate = 360 Hz in this study 
L= data length 
if (𝑆𝑆[𝑖𝑖] < S_R × 0.35) or (𝑆𝑆[𝑖𝑖] > 𝐿𝐿 − S_R × 0.36)  

continue 
else 
𝑇𝑇[ℎ][𝑖𝑖]  = 𝑒𝑒𝑒𝑒𝑒𝑒[𝑆𝑆[𝑖𝑖] − (S_R × 0.35): 𝑆𝑆[𝑖𝑖] + (S_R × 0.36)] 

end if 
end 
for i = 1 to n 

for j = 1 to n 
𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿_𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶[𝑗𝑗] = Correlation Coefficient of 𝑇𝑇[𝑖𝑖]𝑎𝑎𝑎𝑎𝑎𝑎 𝑇𝑇[𝑗𝑗] 

end 
for k = 1 to K (𝐾𝐾 ∈ ℕ: define by user) 
𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶[𝑖𝑖][𝑘𝑘] = 𝑘𝑘 + 1 order of 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿_𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 (the maximum is self-correlation,  
𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿_𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶[1] = 1)   

end 
end 
for i = 1 to n 

L = round to the nearest integer of (𝑁𝑁𝑚𝑚𝑚𝑚𝑚𝑚/𝑁𝑁𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚)−1 
for j = 1 to K (𝐾𝐾 ∈ ℕ: defined by user) 

for k = 1 to L/K 
δ = random numbers where δ ∈ [0, 1] 
𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁[(𝑗𝑗 − 1) �L
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3.5. Cross-Validation (CV)

This study utilized the following three cross-validation methods for validating original
(native) data and augmented data. The schematic diagram of three CV methods is shown
in Figure 1 in the left bottom block (CV part). To obtain more reliable and steady predic-
tions and reduce overfitting in deep learning, Zheng et al. applied various augmentation
processes in different stages: augmentation in training stage, augmentation in testing stage,
full stage data augmentation, and no data augmentation [54].
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• CV1—original data: training/testing with native data; it can represent the baseline of
the classification performance.

• CV2—full stage augmentation: training/testing with augmented data; it can represent
the overall classification performance for all augmented data.

• CV3—augmentation in training stage: training with augmented data but testing with
native data; it can represent the real-world case classification performance. It was only
using augmented data for training that can avoid training similar images to cause
overfitting. Santos et al. proposed a method that utilizes cross-validation during
oversampling rather than k-fold cross-validation (randomly separate) after oversam-
pling [55]. The testing data only kept the original data subset, and the oversampling
data were not used in the training set. The present study regarded every single
heartbeat as different data numbers (not subject-related).

In k-fold cross-validation, the original samples are randomly divided into k equal-
sized subsamples [56]. One of the k subsamples is then selected as the verification data,
while the remaining k − 1 subsamples are used for training. This process is repeated k
times, with each subsample used exactly once as the verification data. The results are then
averaged to produce a single estimate. This method offers an advantage over repeated
random subsampling, as all observations are used for training and verification, and each
observation is used only once for verification purposes. Typically, 10-fold cross-validation
is used when k is an unfixed parameter. For example, if k equals 10, all the data are divided
into ten folders, and the first folder is used for testing while the remaining data are used
for training. The process is then repeated ten times, with each folder used once for testing
until all the data have been tested. The final result is the mean of every calculation.

4. Experiments and Results
4.1. MIT-BIH Arrhythmia Database

PhysioNet provides free web access to large collections of recorded physiological
signals and related open-source software. In this study, the MIT-BIH arrhythmia database
and the INCART 12-lead arrhythmia database from PhysioNet were utilized for training
and testing the proposed DL algorithm [57]. The MIT-BIH arrhythmia database comprises
over 4000 long-term Holter recordings obtained by the Beth Israel Hospital Arrhythmia
Laboratory between 1975 and 1979 [58]. The database includes 23 records chosen randomly
from this set and 25 records selected from the same set. Each of the 48 records is slightly
over 30 min long, with the upper signal being a modified limb lead II (MLII) obtained
by placing electrodes on the chest in most records. The records also contain annotations
transcribed from paper chart recordings.

The present study utilized the Association for the Advancement of Medical Instrumen-
tation (AAMI) classes, which classify fifteen types of MIT-BIH heartbeats into five classes:
N (non-ectopic beats), S (supraventricular ectopic beats), V (ventricular ectopic beats), F
(fusion beats), and Q (unknown beats), as shown in Table 2. The MIT-BIH arrhythmia
database records have a sampling rate of 360 Hz, and all 48 records are approximately
30 min long. The records contain symbols that classify heartbeats into different arrhythmia
types based on the occurrence time of the R peak. The proposed method chose 127 sam-
ples before and 128 samples after the R peak from these symbols. The N class includes
90,586 beats, the S class includes 2781 beats, the V class includes 7235 beats, the F class
includes 803 beats, and the Q class includes 8039 beats.
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Table 2. Sample numbers in the MIT-BIH arrhythmia database and class description using the AAMI
standard.

AAMI Class MIT-BIH Symbol MIT-BIH Heartbeat Types Numbers (%)

N (Non-ectopic beats)

N Normal beat 75,015 68.543
L Left bundle branch block beat 8071 7.375
R Right bundle branch block beat 7255 6.629
j Nodal (junctional) escape beat 229 0.209
e Atrial escape beat 16 0.015

S (Supraventricular ectopic beats)

A Atrial premature beat 2546 2.326
a Aberrated atrial premature beat 150 0.137
J Nodal (junctional) premature beat 83 0.076
S Supraventricular premature beat 2 0.002

V (Ventricular
ectopic beats)

V Premature ventricular contraction beat 7129 6.514
E Ventricular escape beat 106 0.097

F (Fusion beats) F Fusion of ventricular and normal beat 802 0.733

Q (Unknown beats)
Q Unclassifiable beat 33 0.030
/ Paced beat 7024 6.418
f Fusion of paced and normal beats 982 0.897

Total: 109,443 100%

In this study, thirty-three augmentations were performed for every two beats in the
S class, twelve augmentations were performed for every two beats in the V class, one
hundred ten and one hundred thirteen augmentations were performed for every two beats
in the F class, and eleven augmentations were performed for every two beats in the Q
class. The total numbers for each minority class were brought closer to that of the majority
class, N. The data numbers of the Next-OS and Corr-OS algorithms are shown in Table 3,
representing the total number of heartbeats from all records that were randomly separated
into ten folds using K-fold CV (K = 10).

Table 3. Data numbers in the dataset used in the experiments.

Class Original Data
Number

Ratio
(Majority/Class)

Total Number after Oversampling
Next-OS Corr-OS

N (majority) 90,586 1 90,586 90,586
S 2781 32.6 91,773 91,773
V 7236 12.5 87,013 94,068
F 803 112.8 88,802 90,739
Q 8039 11.3 88,439 88,429

4.2. Results
4.2.1. Calculating Error between Native/Augmented Segments Using Differences Plot

The augmented beats can be generated by the raw data of different beats. Note that the
amplitude in Figures 3 and A6 are normalized amplitudes. The differences (Di f f erence =
Signaloversampling − Signaloriginal ) between the original signal and the augmented signal of
the “A” symbol for the two oversampling methods are shown in Figure 3. The differences
between Next-OS (Figure 3a) and Corr-OS (Figure 3b) (K = 1) are narrow, and Corr-OS keeps
the baseline of the ECG compared with Next-OS. Using the top two (Figure 3c) and top
five (Figure 3d) correlated beats of the Corr-OS method can generate more diverse signals
than Next-OS (Figure 3a) and Corr-OS (Figure 3b) with K = 1. The first column of Figure 3a
shows the raw ECG segment. The last two columns represented the augmented segments
with different colors and the differences from the raw segment. The difference became
larger when the K of Corr-OS increased. We then augmented different level variation
segments for evaluating the performance of Next-OS and Corr-OS (K = 1~5). As shown in
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Figure A6, the Corr-OS beats can be generated from the raw data of the beat and the next
beat. Note that the amplitude in Figure A6 is the normalized amplitude. The difference
between the original signal and the Corr-OS augmented signal of the F class (fusion beat)
and the Q class (unknown beat) might be larger than that for the S class and the V class. This
is because fusion beats and unknown beats might comprise a mixture of multiple diseases.
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beats) generated by the (a) Next-OS (next beat) and Corr-OS (top K correlation beats) algorithms with
(b) K = 1, (c) K = 2, and (d) K = 5 (figure adapted from [59]).

4.2.2. Classification Performance between LMUEBCNet with Existed Models Using
Corr-OS/Next-OS Methods under CV1/CV2/CV3

All the classification results were shown in Table 4 (CV1 and CV2) and Table 5 (CV3).
The sensitivity and precision of each class are shown in Tables A1–A3. The total accuracy
of classifying five AAMI classes using deep feature extraction with AlexNet and SVM
classifier under CV1 (native dataset) achieved 99.4%.
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Table 4. Classification performance between LMUEBCNet with existing models using native/Corr-
OS/Next-OS dataset under CV1/CV2.

Data
Augmentation Classifier

F1-Score Total
Acc.

F1-Score Memory
Usage (MB)N S V F Q Macro Weighted

N
at

iv
e

(C
V

1
*) SVM 99.9 94.1 96.7 87.0 98.9 99.4 95.3 94.5 N/A

AlexNet 100.0 95.3 97.3 88.8 99.3 99.6 96.1 95.6 45.1
ResNet18 100.0 94.2 96.8 87.1 98.9 99.5 95.4 94.6 39.8
VGG19 100.0 95.9 97.5 89.3 99.2 99.6 96.4 96.1 496.0

LMUEBCNet 99.9 90.1 94.8 81.7 98.1 99.1 92.9 90.8 1.1

A
ug

m
en

te
d

(C
V

2
*)

N
ex

t-
O

S

AlexNet 99.6 99.9 99.6 99.8 99.8 99.7 99.7 99.7 45.7
ResNet18 99.6 99.8 99.6 99.8 99.8 99.7 99.7 99.7 40.2
VGG19 99.6 99.9 99.6 99.8 99.9 99.8 99.8 99.8 496.0

C
or

r-
O

S
(K

=
1)

AlexNet 100.0 99.9 99.8 99.8 99.9 99.9 99.9 99.9 47.3
ResNet18 100.0 99.9 99.9 99.9 99.9 99.9 99.9 99.9 41.8
VGG19 100.0 99.9 99.8 99.9 99.9 99.9 99.9 99.9 499.3

LMUEBCNet 99.7 99.4 98.9 99.4 99.7 99.4 99.4 99.4 2.6

C
or

r-
O

S
(K

=
2)

AlexNet 100.0 99.8 99.6 99.8 99.8 99.8 99.8 99.8 -
ResNet18 100.0 99.8 99.7 99.9 99.8 99.9 99.9 99.9 -
VGG19 100.0 99.8 99.6 99.8 99.9 99.8 99.8 99.8 -

LMUEBCNet 99.5 98.2 97.6 98.6 99.4 98.7 98.7 98.7 -

C
or

r-
O

S
(K

=
3)

AlexNet 100.0 99.7 99.4 99.7 99.8 99.7 99.7 99.7 -
ResNet18 100.0 99.7 99.6 99.8 99.9 99.8 99.8 99.8 -
VGG19 100.0 99.7 99.4 99.7 99.8 99.7 99.7 99.7 -

LMUEBCNet 99.4 98.3 97.4 98.4 99.4 98.6 98.6 98.6 -

C
or

r-
O

S
(K

=
4)

AlexNet 100.0 99.6 99.3 99.7 99.8 99.7 99.7 99.7 -
ResNet18 100.0 99.8 99.7 99.9 99.8 99.8 99.8 99.8 -
VGG19 100.0 99.7 99.4 99.7 99.8 99.7 99.7 99.7 -

LMUEBCNet 99.7 98.2 97.5 98.3 99.4 98.6 98.6 98.6 -

C
or

r-
O

S
(K

=
5)

AlexNet 100.0 99.5 99.1 99.6 99.7 99.6 99.6 99.6 -
ResNet18 100.0 99.5 99.2 99.7 99.7 99.6 99.6 99.6 -
VGG19 100.0 99.5 99.0 99.5 99.7 99.6 99.6 99.6 -

LMUEBCNet 99.7 98.0 97.1 98.1 99.3 98.4 98.5 98.5 -

* CV1: original data; CV2: full stage augmentation.

The LMUEBCNet (memory usage: 1.1 MB) under CV1 (native) can achieve a 92.9%
macro F1-score, with the F1-scores for each class being 99.9%, 90.1%, 94.8%, 81.7%, and
98.1%, respectively. After data augmentation, the LMUEBCNet under Corr-OS (K = 1) in
CV2 (full stage) can achieve a 99.4% F1-score with a 6.5% improvement in comparison to
native dataset, and the F1-scores for each class were 99.7%, 99.4%, 99.3%, 99.4%, and 99.7%,
respectively. The LMUEBCNet under Corr-OS (K = 5) in CV3 (training stage) can achieve a
96.1% macro F1-score with a 3.2% improvement in comparison to the native dataset, and
the F1-scores for each class were 99.9%, 95.8%, 97.6%, 87.9%, and 99.3%, respectively. The
PR curve of the F class using the LMUEBCNet can be improved after applying Corr-OS, as
shown in Figure 4a–c. The ROC curve of the LMUEBCNet achieved an AUC of almost 1
for all classes, as shown in Figure 4d–f. The confusion matrix of the LMUEBCNet using
different cross-validation methods (CV1, CV2, and CV3) is shown in Figures 4d–f and A1.
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Table 5. Classification performance between LMUEBCNet with existing models using Corr-OS/Next-
OS dataset under CV3.

Data
Classifier

F1-Score Total
Acc.

F1-Score Memory
Usage (MB)Augmentation N S V F Q Macro Weighted

N
ex

t-
O

S AlexNet 99.2 97.0 92.7 84.2 98.9 98.6 94.4 96.5 45.7
ResNet18 99.5 95.8 96.3 80.7 99.5 99.0 94.4 95.8 40.2
VGG19 99.5 95.9 95.7 85.5 99.5 99.0 95.2 95.9 496.0

C
or

r-
O

S

(K
=

1)

AlexNet 100.0 98.5 98.9 94.6 99.6 99.8 98.3 98.5 47.1
ResNet18 100.0 98.3 98.9 94.6 99.6 99.8 98.3 98.3 41.7
VGG19 100.0 98.4 99.0 94.7 99.6 99.8 98.4 98.5 499.3

LMUEBCNet 99.9 95.3 97.3 89.9 99.1 99.4 96.3 95.6 2.4

(K
=

2)

AlexNet 100.0 98.7 99.0 95.4 99.7 99.8 98.6 98.7 -
ResNet18 100.0 98.5 99.1 95.8 99.6 99.8 98.6 98.6 -
VGG19 100.0 98.8 99.2 95.7 99.7 99.9 98.7 98.8 -

LMUEBCNet 99.8 93.9 97.0 88.6 99.1 99.3 95.7 94.4 -

(K
=

3)

AlexNet 100.0 98.9 99.2 96.0 99.6 99.8 98.7 98.9 -
ResNet18 100.0 98.5 99.0 96.1 99.6 99.8 98.6 98.5 -
VGG19 100.0 98.9 99.2 95.7 99.7 99.8 98.7 98.9 -

LMUEBCNet 99.7 93.3 97.0 87.7 98.7 99.2 95.3 93.8 -

(K
=

4)

AlexNet 100.0 98.6 99.1 95.7 99.6 99.8 98.6 98.7 -
ResNet18 100.0 96.2 97.0 90.8 99.4 99.6 96.7 96.4 -
VGG19 100.0 99.0 99.1 95.4 99.7 99.8 98.6 99.0 -

LMUEBCNet 99.9 96.0 97.4 88.1 99.2 99.5 96.1 96.1 -

(K
=

5)

AlexNet 100.0 98.8 99.1 95.6 99.7 99.8 98.6 98.8 -
ResNet18 100.0 98.9 99.2 96.5 99.7 99.9 98.9 98.9 -
VGG19 100.0 99.0 99.2 95.0 99.7 99.9 98.6 98.9 -

LMUEBCNet 99.9 95.8 97.6 87.9 99.3 99.5 96.1 96.0 -

AlexNet (memory usage: 45.1 MB) under CV1 (native) can achieve a 96.1% F1-score,
with the F1-scores for each class being 100.0%, 95.3%, 97.3%, 88.8%, and 99.3%, respectively.
After data augmentation, AlexNet under Corr-OS (K = 1) in CV2 (full stage) can achieve
a 99.9% F1-score with a 3.8% improvement in comparison to the native dataset, and the
F1-scores for each class were 100.0%, 99.9%, 99.8%, 99.8%, and 99.9%, respectively. AlexNet
under Next-OS in CV2 (full stage) can achieve a 99.7% F1-score, with the F1-scores for
each class being 99.6%, 99.8%, 99.6%, 99.8%, and 99.8%, respectively. AlexNet under
Corr-OS (K = 5) in CV3 (training stage) can achieve a 98.6% macro F1-score, with a 2.5%
improvement in comparison to the native dataset, and the F1-scores for each class were
100.0%, 98.8%, 99.1%, 95.6%, and 99.7%, respectively. AlexNet under Next-OS in CV3
(training stage) can achieve a 94.4% F1-score, with the F1-scores for each class being 99.2%,
97.0%, 92.7%, 84.2%, and 98.9%, respectively.

ResNet18 (memory usage: 39.8 MB) under CV1 (native) can achieve a 95.4% macro
F1-score, with the F1-scores for each class being 100.0%, 94.2%, 96.8%, 87.1%, and 98.9%,
respectively. After data augmentation, ResNet18 under Corr-OS (K = 1) in CV2 (full stage)
can achieve a 99.9% F1-score with a 4.5% improvement in comparison to the native dataset,
and the F1-scores for each class were 100.0%, 99.9%, 99.9%, 99.9%, and 99.9%, respectively.
ResNet18 under Next-OS in CV2 (full stage) can achieve a 99.7% F1-score, with the F1-
scores for each class being 99.6%, 99.9%, 99.6%, 99.8%, and 99.9%, respectively. ResNet18
under Corr-OS (K = 5) in CV3 (training stage) can achieve a 98.6% macro F1-score with a
3.2% improvement in comparison to the native dataset, and the F1-scores for each class
were 100.0%, 98.9%, 99.2%, 96.5%, and 99.7%, respectively. ResNet18 under Next-OS in
CV3 (training stage) can achieve a 94.4% F1-score, with the F1-scores for each class being
99.5%, 95.8%, 96.3%, 80.7%, and 99.5%, respectively.
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VGG19 (memory usage: 496.0 MB) under CV1 (native) can achieve a 96.4% macro
F1-score, with the F1-scores for each class being 100.0%, 95.9%, 97.5%, 89.3%, and 99.2%,
respectively. After data augmentation, VGG19 under Corr-OS (K = 1) in CV2 (full stage)
can achieve a 99.9% F1-score with a 3.5% improvement in comparison to the native dataset,
and the F1-scores for each class were 100.0%, 99.9%, 99.8%, 99.9%, and 99.9%, respectively.
VGG19 under Next-OS in CV2 (full stage) can achieve a 99.8% F1-score, with the F1-scores
for each class being 99.6%, 99.9%, 99.6%, 99.8%, and 99.9%, respectively. VGG19 under
Corr-OS (K = 5) in CV3 (training stage) can achieve a 98.6% macro F1-score with a 2.2%
improvement in comparison to the native dataset, and the F1-scores for each class were
100.0%, 99.0%, 99.2%, 95.0%, and 99.7%, respectively. VGG19 under Next-OS in CV3
(training stage) can achieve a 95.2% F1-score, with the F1-scores for each class being 99.5%,
95.9%, 95.7%, 85.5%, and 99.5%, respectively.
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The confusion matrices of all classifiers are shown in Figures A1–A5. The AUC scores
of AlexNet, ResNet18, and VGG19 for the imbalanced dataset are all about 0.99. The AUC
scores of AlexNet, ResNet18, VGG19, and LMUEBCNet for the balanced dataset almost
achieved a score of 1.

5. Discussion

The discussion/comparison based on the above classification results and existing liter-
ature can be described in the following five parts: (1) performance and memory/parameter
usage of the LMUEBCNet vs. existing CNNs; (2) improvement using Corr-OS data aug-
mentation method; (3) implications for different cross-validation methods; (4) classification
performance compared with the existing literature; (5) limitations.

5.1. Accuracy/F1-Score Performance and Memory Usage of LMUEBCNet vs. Existing CNNs

The LMUEBCNet, with only 1% of VGG19’s parameters, achieved an overall accuracy
of 99.1%, which is close to that of VGG19, as shown in Figure 5. Compared to other
VGG-like architectures, such as VGG8 [38], the LMUEBCNet can save a significant amount
of memory usage while maintaining high performance. Deeper CNNs, such as VGG19
and ResNet18, may slightly improve or maintain a similar performance to AlexNet, but
they significantly increase the memory usage of the saved model. AlexNet, with 12.8M
parameters, achieved a total accuracy of 99.5% and a weighted F1-score of 94.6%. ResNet18,
with 11.8M parameters, achieved a total accuracy of 99.5% and a weighted F1-score of
94.6%. VGG19, with over 100M parameters, achieved a total accuracy of 99.6% and a
weighted F1-score of 96.4%. The classification performance of machine learning (ML) using
deep feature extraction with AlexNet and the SVM classifier (total accuracy of 99.4% and
weighted F1-score of 94.5%) is slightly lower than that of deep learning (DL) using the
AlexNet CNN (total accuracy of 99.6% and weighted F1-score of 95.6%).
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The total generation time for oversampling the ECG signals from the original imbal-
anced dataset to the balanced dataset was only about 100 s. However, considerable effort
is required for processing CWT spectrograms, which is still lower than the time required
for algorithmic augmentation methods such as the GAN. The proposed LMUEBCNet only
requires 1 MB of memory, while AlexNet/ResNet18/VGG19 need to reserve 40 to 500 MB
of memory. The LMUEBCNet can save 50% to 70% of training time due to its low memory
usage while maintaining a high accuracy of over 99.0%, whereas using VGG19 requires



Mathematics 2023, 11, 1833 18 of 31

6 h for training in CV2/CV3. All the training processes were performed on the TWCC
supercomputer with NVIDIA Tesla V100 32GB GPU. To avoid possible overfitting, this
study set the max epochs in training options and stopped before the loss began to increase.

5.2. Improvement in Accuracy/F1-Score/Sensitivity Using Corr-OS/Next-OS Methods

The LMUEBCNet achieved an accuracy of 99.4% using Corr-OS (K = 1) in CV2/CV3,
with a 0.3% improvement in comparison to CV1 (native). Balancing the dataset using
oversampling methods improved both the sensitivity and accuracy in CV2 and CV3. Next-
OS and Corr-OS improved the average sensitivity in CV2 and CV3, resulting in a more
balanced performance in all classes, rather than obtaining a result where the majority
class is significantly higher than others. After balancing the dataset, the AUC scores
of the five classes almost reached 1, and the PR curve of the minority classes, shown
in Figure 4a–f, improved after applying oversampling methods (Next-OS and Corr-OS).
In the VGG19 CNN, the total accuracy increased from 99.6% to 99.8% (Next-OS) and
99.9% (Corr-OS, K = 1), with sensitivity for the S/V/F/Q classes improving by about
5.0%/1.7%/13.7%/0.5%, respectively, in CV2. However, the sensitivity of the N class
decreased in the Next-OS dataset. Using VGG19 with Next-OS in CV3 only improved
the sensitivity of each class but resulted in poor precision, with the weighted F1-score
decreasing to 95.9% from 96.1% (native), and the F1-score of the V/F classes decreasing by
1.8%/3.8%, respectively.

The improvement can be observed in standard deviations (Stds.) of 10-fold cross-
validation under CV1/CV2/CV3, as shown in Figure 6. The Std. of the pre-trained
AlexNet/ResNet18/VGG19 CNN under the native dataset ranged between 0.06% to 0.11%,
whereas the Std. of the augmented datasets (Next-OS and Corr-OS) was less than 0.05%
in CV2, and the Std. was about 0.04% and 0.05% in CV3. The Std. of the proposed
low-memory-usage LMUEBCNet CNN was lower than 0.3% in CV1/CV2/CV3.
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5.3. Implications for Different Cross-Validation Methods (CV1/CV2/CV3)

CV1 was used as a baseline to validate the native dataset. The baseline accuracy/F1-
score of the LMUEBCNet was 99.1%/92.9%. Cross-validation using CV2 provides an overall
performance evaluation of all augmented data. However, training/testing with augmented
data may result in over-optimism. The LMUEBCNet achieved a higher accuracy/F1-score
up to 99.4%/99.4% in CV2. CV3 better fits the actual use scenario, and the results are slightly
lower than CV2. The accuracy/F1-score of the LMUEBCNet in CV3 are 99.4%/96.3%,
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respectively. Training with augmented data in CV3 and testing with native data helps
evaluate the performance of classification results, ensuring that the testing images are
never considered in the training set. The PR curve shown in Figure 4b confirmed that
CV2 is more optimistic, as the sensitivity, precision, and F1-score were always higher than
CV3 for all CNN classifiers. In CV2, high similarity ECG images may appear in both the
training/testing set, leading to over-optimism in 10-fold CV. Different from overfitting,
Figure 3 shows that the augmented ECGs are not the same as the original ECG signal.
Furthermore, a max epoch setting was used in this study to avoid overfitting during the
learning task.

5.4. Classification Accuracy/F1-Score Performance Compared with the Existing Literature

Compared to previous studies using feature generation and machine learning or deep
learning, Table 6 shows that the proposed LMUEBCNet with Corr-OS (K = 1) in CV2/CV3
achieved higher F1-scores than other methods. The VGG19 CNN achieved a 99.5% accuracy
(native) in CV1 and a 99.9% accuracy (Corr-OS, K = 5) in CV3 for classifying N, S, V, F, and
Q. Compared to Elhaj’s study [60], the VGG19 CNN in both CV2/CV3 showed higher total
accuracy, F1-scores, and sensitivity for the N and V classes. The LSTM is commonly used in
non-CNN deep learning algorithms. Ronald et al. proposed a RNN-based algorithm and
achieved nearly a 100% accuracy with the ECG-ID and MIT-BIH arrhythmia database by
training and testing on only 9/18 segments per subject [61]. Darmawahyuni et al. utilized
the LSTM with forward and backward pass weight to learn the balanced weights of the
majority and minority classes with an imbalance ratio of five times [62]. In contrast, the
present study randomly separated all segments into ten folds, losing the time correlation
and thus making LSTM not the best choice. The proposed method using the oversampling
(Next-OS and Corr-OS) algorithm to balance the dataset achieved higher sensitivity (around
100%) for a balanced dataset than in the other literature. Overall, the results presented in
this study outperformed the literature for N/S/V/Q classes in CV3 with a fairer cross-
validation method.

Table 6. Comparison with the existing literature (10-fold cross-validation).

Work Features and
Balanced Methods Classifier Sensitivity (%) Total Acc.

(%)
Macro

F1-Score
Memory

UsageN S V F Q

[59] PCA + DWT + HOS + ICA SVM-RBF 98.9 100 98.9 100 100 98.9 - -

[10] Std.,
Z-score

Native Nine-layer
CNN

88.4 85.3 92.7 88.2 95.5 89.1 69.3 -
Augmented 91.5 90.6 94.2 96.1 97.8 94.0 94.1 -

[16] Signal images
(batch-weighted loss)

Nine-layer
CNN 99.9 90.8 99.1 90.2 93.3 99.5 96.9 -

[63] LSTM-based auto-encoder SVM 99.8 77.9 97.1 32.0 73.1 98.6 82.9 -

[40] Hybrid time–frequency diagram,
ROS + RUS ResNet-101 99.5 90.2 98.7 85.0 99.5 98.5 96.0 -

Proposed
method

CWT

Native VGG19 CNN 100.0 95.0 98.1 86.2 99.4 99.6 96.4 496.0 MB
LMUEBCNet

CNN 100.0 86.9 95.4 80.3 98.3 99.1 92.9 1.1 MB

Next-OS
(CV2 *) VGG19 CNN 99.6 99.8 99.6 99.9 99.8 99.8 99.8 496.0 MB

Corr-OS (K = 1)
(CV2 *)

ResNet18
CNN 100.0 99.9 99.9 99.9 99.9 99.9 99.9 41.8 MB

LMUEBCNet
CNN 99.3 99.6 98.5 99.8 99.4 99.4 99.4 2.6 MB

Corr-OS, (K = 1)
(CV3 *)

AlexNet
CNN 100 98.3 99.1 94.8 99.6 99.8 98.3 47.0 MB

ResNet18
CNN 100 98.5 98.9 93.8 99.6 99.8 98.3 41.6 MB

VGG19 CNN 100 98.3 99.0 94.6 99.7 99.8 98.4 499.0 MB
LMUEBCNet

CNN 99.7 97.1 97.4 93.8 99.4 99.4 96.3 2.4 MB

* CV3: augmentation in training stage.
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5.5. Limitation

The first limitation of this study is the lack of a subject-level cross-validation (CV)
method. While leave-one-subject-out (LOSO) CV is recommended for real-world ECG
detection, it was not feasible in this study due to time constraints. The second lim-
itation is that the proposed LMUEBCNet still cannot outperform pre-trained models
(AlexNet/ResNet18/VGG19) with limited parameters. However, despite these limita-
tions, this study provides valuable evaluation results using 10-fold CV on the MIT-BIH
arrhythmia database. The results show that the proposed low memory usage LMUEBCNet
CNN with the Corr-OS oversampling method outperforms the existing literature in terms
of accuracy, F1-score, and sensitivity for the N/S/V/Q classes in both CV2 and CV3.

6. Conclusions and Future Works

The proposed LMUEBCNet algorithm achieves high ectopic beat classification accu-
racy with efficient parameter usage and utilizes Corr-OS to balance the dataset, resulting in
improved classification performance. It requires lower computational effort and is therefore
more feasible for implementation on resource-constrained mobile devices such as embed-
ded systems. The LMUEBCNet achieved an accuracy of 99.4% using Corr-OS (K = 1) in both
CV2 and CV3, which is better than most previous studies using the MIT-BIH arrhythmia
database. VGG19 with larger parameters under Corr-OS (K = 1) in CV3 achieved better
results for ventricular ectopic beat (V) and supraventricular ectopic beat (S) detection, with
a sensitivity of 99.0% and 98.3%, respectively.

Due to the lack of medical resources, human power, and poor internet connectivity
in resource-scarce areas, edge computing devices are a suitable solution. The proposed
LMUEBCNet algorithm requires only about 1 MB of memory and is easily portable into em-
bedded systems with limited memory size. The future work is to convert the LMUEBCNet
model into an embedded system for more convenient applications.
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Appendix A
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Figure A1. Confusion matrix of (a) AlexNet + SVM, (b) AlexNet, (c) ResNet18, and (d) VGG19 for
the CV1 (imbalanced dataset).
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Figure A2. Confusion matrix of AlexNet using CV2 for (a) Next-OS, (b) Corr-OS (K = 1), (c) Corr-OS 

(K = 2), (d) Corr-OS (K = 3), (e) Corr-OS (K = 4), and (f) Corr-OS (K = 5); using CV3 for (g) Next-OS, 

(h) Corr-OS (K = 1), (i) Corr-OS (K = 2), (j) Corr-OS (K = 3), (k) Corr-OS (K = 4), and (l) Corr-OS (K = 
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Figure A2. Confusion matrix of AlexNet using CV2 for (a) Next-OS, (b) Corr-OS (K = 1), (c) Corr-OS
(K = 2), (d) Corr-OS (K = 3), (e) Corr-OS (K = 4), and (f) Corr-OS (K = 5); using CV3 for (g) Next-OS,
(h) Corr-OS (K = 1), (i) Corr-OS (K = 2), (j) Corr-OS (K = 3), (k) Corr-OS (K = 4), and (l) Corr-OS
(K = 5).
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Figure A3. Confusion matrix of ResNet18 using CV2 for (a) Next-OS, (b) Corr-OS (K = 1), (c) Corr-

OS (K = 2), (d) Corr-OS (K = 3), (e) Corr-OS (K = 4), and (f) Corr-OS (K = 5); using CV3 for (g) Next-

OS, (h) Corr-OS (K = 1), (i) Corr-OS (K = 2), (j) Corr-OS (K = 3), (k) Corr-OS (K = 4), and (l) Corr-OS 

(K = 5). 

Figure A3. Confusion matrix of ResNet18 using CV2 for (a) Next-OS, (b) Corr-OS (K = 1), (c) Corr-OS
(K = 2), (d) Corr-OS (K = 3), (e) Corr-OS (K = 4), and (f) Corr-OS (K = 5); using CV3 for (g) Next-OS,
(h) Corr-OS (K = 1), (i) Corr-OS (K = 2), (j) Corr-OS (K = 3), (k) Corr-OS (K = 4), and (l) Corr-OS
(K = 5).
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Figure A4. Confusion matrix of VGG19 using CV2 for (a) Next-OS, (b) Corr-OS (K = 1), (c) Corr-OS (K 

= 2), (d) Corr-OS (K = 3), (e) Corr-OS (K = 4), and (f) Corr-OS (K = 5); using CV3 for (g) Next-OS, (h) 

Corr-OS (K = 1), (i) Corr-OS (K = 2), (j) Corr-OS (K = 3), (k) Corr-OS (K = 4), and (l) Corr-OS (K = 5). 

Figure A4. Confusion matrix of VGG19 using CV2 for (a) Next-OS, (b) Corr-OS (K = 1), (c) Corr-OS
(K = 2), (d) Corr-OS (K = 3), (e) Corr-OS (K = 4), and (f) Corr-OS (K = 5); using CV3 for (g) Next-OS,
(h) Corr-OS (K = 1), (i) Corr-OS (K = 2), (j) Corr-OS (K = 3), (k) Corr-OS (K = 4), and (l) Corr-OS
(K = 5).
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Figure A5. Confusion matrix of LMUEBCNet using CV2 for (a) Corr-OS (K = 2), (b) Corr-OS (K = 3), 

(c) Corr-OS (K = 4), and (d) Corr-OS (K = 5); using CV3 for (e) Corr-OS (K = 2), (f) Corr-OS (K = 3), 

(g) Corr-OS (K = 4), and (h) Corr-OS (K = 5). 

Figure A5. Confusion matrix of LMUEBCNet using CV2 for (a) Corr-OS (K = 2), (b) Corr-OS (K = 3),
(c) Corr-OS (K = 4), and (d) Corr-OS (K = 5); using CV3 for (e) Corr-OS (K = 2), (f) Corr-OS (K = 3),
(g) Corr-OS (K = 4), and (h) Corr-OS (K = 5).
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Figure A6. Differences between native and augmented ECG segments generated by Corr-OS (K = 2) 
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Figure A6. Differences between native and augmented ECG segments generated by Corr-OS (K = 2)
of (a) symbol A, (b) symbol a, (c) symbol V, (d) symbol E, (e) symbol F, and (f) symbol Q (figure
adapted from [59]).



Mathematics 2023, 11, 1833 27 of 31

Algorithm A1. Pseudo-code of Next-OS()
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2: Method: 
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S_R = sampling rate = 360 Hz in this study 
L= data length  
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else 
𝑇𝑇[𝑖𝑖 + 1]  = 𝑒𝑒𝑒𝑒𝑒𝑒[𝑆𝑆[𝑖𝑖 + 1] − (S_R × 0.35): 𝑆𝑆[𝑖𝑖 + 1] + (S_R × 0.36)]  

end if 
AugN = round to the nearest integer of (𝑁𝑁𝑚𝑚𝑚𝑚𝑚𝑚/𝑁𝑁𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚) −1 
for j=1 to AugN 
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end 
end 
 

3: Output: Array for Next-OS beats: 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 
CWT matrix: C 

Table A2. Sensitivity/precision of LMUEBCNet with existing models using native/Corr-OS/Next-
OS dataset under CV1. 

Data  
Augmentation 

Classifier 
N S V F Q 

Avg. 
Sen. 

Sen. Pre.  Sen. Pre.  Sen. Pre.  Sen. Pre.  Sen. Pre.   

N
at

iv
e 

(C
V

1)
 SVM 99.9 99.9 93.2 95.2 97.6 95.9 83.4 90.9 98.9 99.0 94.6 

AlexNet  100.0  100.0  93.9  96.9  98.2  96.4  86.6  91.1  99.2  99.4  95.6  
ResNet18  100.0  100.0  93.3  95.1  97.8  95.9  82.6  92.2  98.8  99.0  94.5  
VGG19  100.0  100.0  95.0  96.8  98.1  97.0  86.2  92.6  99.4  99.1  95.7  

LMUEBCNet 100.0  99.9  86.9  93.4  95.4  94.3  80.3  83.2  98.3  98.0  92.2  
  

Generate  
Next-OS  

beat 

Table A1. Sensitivity/precision of LMUEBCNet with existing models using native/Corr-OS/Next-OS
dataset under CV1.

Data
Augmentation Classifier

N S V F Q Avg.
Sen.

Sen. Pre. Sen. Pre. Sen. Pre. Sen. Pre. Sen. Pre.

N
at

iv
e

(C
V

1) SVM 99.9 99.9 93.2 95.2 97.6 95.9 83.4 90.9 98.9 99.0 94.6
AlexNet 100.0 100.0 93.9 96.9 98.2 96.4 86.6 91.1 99.2 99.4 95.6

ResNet18 100.0 100.0 93.3 95.1 97.8 95.9 82.6 92.2 98.8 99.0 94.5
VGG19 100.0 100.0 95.0 96.8 98.1 97.0 86.2 92.6 99.4 99.1 95.7

LMUEBCNet 100.0 99.9 86.9 93.4 95.4 94.3 80.3 83.2 98.3 98.0 92.2
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Table A2. Sensitivity/precision of LMUEBCNet with existing models using native/Corr-OS/Next-OS
dataset under CV2.

Data
Augmentation Classifier

N S V F Q Avg.
Sen.

Sen. Pre. Sen. Pre. Sen. Pre. Sen. Pre. Se. Pre.

A
ug

m
en

te
d

(C
V

2)

N
ex

t-
O

S AlexNet 99.6 99.6 99.8 99.9 99.6 99.6 99.9 99.8 99.8 99.9 99.7
ResNet18 99.7 99.6 99.8 99.8 99.5 99.6 99.9 99.8 99.8 99.9 99.7
VGG19 99.6 99.6 99.8 99.9 99.6 99.6 99.9 99.8 99.9 99.9 99.8

C
or

r-
O

S
(K

=
1)

AlexNet 100.0 100.0 99.9 99.9 99.8 99.8 99.8 99.8 99.9 99.9 99.9
ResNet18 100.0 100.0 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9
VGG19 100.0 100.0 100.0 99.9 99.8 99.9 99.9 99.9 99.9 100.0 99.9

LMUEBCNet 99.4 99.9 99.6 99.1 98.4 99.3 99.8 99.0 99.7 99.7 99.4

C
or

r-
O

S
(K

=
2)

AlexNet 100.0 100.0 99.8 99.8 99.5 99.6 99.9 99.7 99.7 99.9 99.8
ResNet18 100.0 100.0 99.9 99.8 99.6 99.8 100.0 99.9 99.8 99.9 99.9
VGG19 100.0 100.0 99.9 99.8 99.5 99.7 99.9 99.7 99.8 99.9 99.8

LMUEBCNet 99.6 99.3 98.2 98.3 97.0 98.3 99.4 97.9 99.2 99.6 98.7

C
or

r-
O

S
(K

=
3)

AlexNet 100.0 100.0 99.7 99.6 99.1 99.6 99.9 99.5 99.8 99.8 99.7
ResNet18 100.0 100.0 99.8 99.7 99.5 99.7 99.9 99.7 99.9 99.9 99.8
VGG19 100.0 100.0 99.8 99.6 99.1 99.7 99.9 99.4 99.7 99.9 99.7

LMUEBCNet 99.0 99.8 98.4 98.2 97.2 97.6 99.0 97.8 99.4 99.4 98.6

C
or

r-
O

S
(K

=
4)

AlexNet 100.0 100.0 99.8 99.5 99.0 99.5 99.8 99.5 99.7 99.8 99.7
ResNet18 100.0 100.0 99.9 99.6 99.6 99.9 100.0 99.8 99.8 99.9 99.8
VGG19 100.0 100.0 99.7 99.6 99.2 99.5 99.9 99.5 99.7 99.9 99.7

LMUEBCNet 99.7 99.7 98.2 98.2 97.2 97.7 98.6 98.0 99.3 99.4 98.6

C
or

r-
O

S
(K

=
5)

AlexNet 100.0 100.0 99.6 99.4 98.9 99.4 99.8 99.4 99.6 99.8 99.6
ResNet18 100.0 100.0 99.6 99.4 99.0 99.4 99.9 99.5 99.6 99.8 99.6
VGG19 100.0 100.0 99.5 99.5 98.9 99.2 99.8 99.3 99.7 99.8 99.6

LMUEBCNet 99.7 99.8 98.1 98.0 97.1 97.2 98.2 97.9 99.2 99.4 98.4

Table A3. Sensitivity/precision of LMUEBCNet with existing models using Corr-OS/Next-OS dataset
under CV3.

Data
Augmentation Classifier

N S V F Q Avg.
Sen.

Sen. Pre. Sen. Pre. Sen. Pre. Sen. Pre. Sen. Pre.

N
ex

t-
O

S AlexNet 98.5 100.0 99.5 94.5 97.8 88.0 98.9 73.4 99.8 98.0 98.9
ResNet18 99.0 100.0 99.5 92.5 98.5 94.1 97.6 68.8 99.8 99.2 98.9
VGG19 98.9 100.0 99.7 92.4 98.6 93.1 98.4 75.7 99.9 99.1 99.1

C
or

r-
O

S

(K
=

1)

AlexNet 100.0 100.0 98.3 98.7 99.1 98.8 94.8 94.4 99.6 99.7 98.4
ResNet18 100.0 100.0 98.5 98.0 98.9 98.8 93.8 95.4 99.6 99.6 98.2
VGG19 100.0 100.0 98.3 98.5 99.0 99.1 94.6 94.8 99.7 99.5 98.3

LMUEBCNet 99.7 100.0 97.1 93.7 97.4 97.3 93.8 86.4 99.4 98.8 97.5

(K
=

2)

AlexNet 100.0 100.0 98.6 98.8 99.0 99.0 96.6 94.3 99.6 99.7 98.8
ResNet18 100.0 100.0 98.6 98.5 99.1 99.0 95.8 95.8 99.6 99.7 98.6
VGG19 100.0 100.0 98.9 98.7 99.2 99.3 96.8 94.8 99.8 99.6 98.9

LMUEBCNet 99.6 99.9 96.1 91.8 96.4 97.6 96.9 81.6 99.3 98.9 97.7

(K
=

3)

AlexNet 100.0 100.0 99.1 98.6 99.1 99.2 96.4 95.7 99.6 99.6 98.8
ResNet18 100.0 100.0 98.6 98.4 99.1 98.9 96.1 96.1 99.5 99.7 98.7
VGG19 100.0 100.0 99.0 98.7 99.1 99.3 96.9 94.5 99.6 99.8 98.9

LMUEBCNet 99.4 99.9 96.9 90.0 97.1 96.9 97.1 79.9 99.4 98.0 98.0

(K
=

4)

AlexNet 100.0 100.0 98.9 98.4 99.0 99.2 96.6 94.9 99.6 99.6 98.8
ResNet18 100.0 100.0 99.5 93.1 94.6 99.6 97.4 85.0 99.7 99.0 98.2
VGG19 100.0 100.0 99.2 98.8 98.9 99.3 97.1 93.8 99.8 99.7 99.0

LMUEBCNet 99.8 100.0 97.7 94.2 96.7 98.0 97.0 80.6 99.3 99.0 98.1

(K
=

5)

AlexNet 100.0 100.0 99.2 98.3 99.0 99.3 97.0 94.2 99.6 99.7 99.0
ResNet18 100.0 100.0 99.2 98.5 99.1 99.4 97.4 95.7 99.7 99.8 99.1
VGG19 100.0 100.0 99.2 98.7 99.0 99.4 97.4 92.8 99.7 99.8 99.1

LMUEBCNet 99.8 100.0 97.6 94.1 96.8 98.4 96.4 80.7 99.4 99.2 98.0
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