. mathematics

Article

DLPformer: A Hybrid Mathematical Model for State of Charge
Prediction in Electric Vehicles Using Machine
Learning Approaches

Yaoyidi Wang !, Niansheng Chen !, Guangyu Fan *, Dingyu Yang 2, Lei Rao ! and Songlin Cheng !

and Xiaoyong Song !

check for
updates

Citation: Wang, Y.; Chen, N.; Fan, G.;
Yang, D.; Rao, L.; Cheng, S.; Song, X
DLPformer: A Hybrid Mathematical
Model for State of Charge Prediction
in Electric Vehicles Using Machine
Learning Approaches. Mathematics
2023, 11, 4635. https://doi.org/
10.3390/math11224635

Academic Editor: Anatoliy
Swishchuk

Received: 19 October 2023
Revised: 7 November 2023
Accepted: 10 November 2023
Published: 13 November 2023

Copyright: © 2023 by the authors.
Licensee MDPI, Basel, Switzerland.
This article is an open access article
distributed under the terms and
conditions of the Creative Commons
Attribution (CC BY) license (https://
creativecommons.org/licenses /by /
4.0/).

School of Electronic Information Engineering, Shanghai Dianji University, Shanghai 201306, China;
226003010108@st.sdju.edu.cn (Y.W.); chenns@sdju.edu.cn (N.C.); raol@sdju.edu.cn (L.R.);
chengsl@sdju.edu.cn (5.C.); songxy@sdju.edu.cn (X.S.)

Alibaba Group, Hangzhou 310056, China; dingyu.ydy@alibaba-inc.com

Correspondence: fangy@sdju.edu.cn

Abstract: Accurate mathematical modeling of state of charge (SOC) prediction is essential for battery
management systems (BMSs) to improve battery utilization efficiency and ensure a good safety
performance. The current SOC prediction framework only considers battery-related features but
ignores vehicle information. Additionally, in light of the emergence of time-series Transformers
(TSTs) that harness the power of multi-head attention, developing a SOC prediction model remains a
significant challenge. Therefore, we introduce a new framework that integrates laboratory battery
data with mathematical vehicle model features to improve the accuracy of the SOC and propose a
prediction model named DLPformer, which can effectively capture variations in the SOC attributed
to both trend and seasonal patterns. First, we apply Matlab/Simulink to simulate a mathematical
model of electric vehicles and process the generated vehicle data with Spearman correlation analysis
to identify the most relevant features, such as the mechanical losses of the electric motor, differential,
and aerodynamic drag. Then, we employ a data fusion method to synchronize the heterogeneous
datasets with different frequencies to capture the sudden changes in electric vehicles. Subsequently,
the fused features are input into our prediction model, DLPformer, which incorporates a linear model
for trend prediction and patch-input attention for seasonal component prediction. Finally, in order
to effectively evaluate the extrapolation and adaptability of our model, we utilize different driving
cycles and heterogeneous battery datasets for training and testing. The experimental results show
that our prediction model significantly improves the accuracy and robustness of SOC prediction
under the proposed framework, achieving MAE values of 0.18% and 0.10% across distinct driving
cycles and battery types.

Keywords: mathematical model; state of charge; electric vehicle; machine learning

MSC: 68T01

1. Introduction

Global emissions and pollution from transportation are increasing, and electric vehicles
(EVs) have been proven to be one excellent solution to replace conventional internal
combustion engine vehicles [1,2]. EVs use lithium-ion batteries (LIBs) for their high voltage
and power density and are equipped with a battery management system (BMS) to regulate
the battery usage and scheduling, as well as monitor the battery status and perform
maintenance [3,4].

The state of charge (SOC) is defined as the ratio of the remaining capacity to the current
maximum available capacity [5]. The accurate prediction of the SOC, representing the ratio
of remaining to maximum capacity, plays a pivotal role in the BMS [6]. By ensuring precise
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SOC forecasts, the BMS can safeguard against overcharging or undercharging, which can
compromise battery longevity and performance [7,8]. Reliable SOC prediction also acts as
a cornerstone for balancing control algorithms and optimizing the battery performance,
safety, and reliability.

SOC prediction for lithium-ion batteries typically falls into three categories: traditional
methods [9], model-based methods [10], and data-driven methods [11,12]. Traditional
methods often rely on lookup tables, commonly used in BMSs of major automakers. While
these methods are simple and easily deployable, they lack precision and are unsuitable for
real-time operations. Model-based methods require the precise construction of lithium-ion
battery models. Therefore, designing a sophisticated SOC model is challenging due to
the variations in battery types and lifespans observed in real-world usage. Alternatively,
data-driven methods are gaining popularity among researchers globally. They involve
building nonlinear input-output relationship models directly from extensive historical
internal battery data, such as currents, voltages, and temperatures. Various studies have
explored the utility of models like long short-term memory (LSTM), the gated recurrent
unit (GRU), the recurrent neural network (RNN), and more [6].

However, their prediction accuracy heavily relies on the quality and quantity of
sample data [13]. For instance, a low sampling frequency of data makes it difficult for
the model to capture abrupt changes in electric vehicles [14]. During vehicle acceleration,
the battery may be required to provide a higher current output, while during braking
it needs to absorb a larger current input [15]. These momentary changes result in rapid
fluctuations in the battery voltage and current, thereby affecting the prediction of the
battery SOC. Furthermore, all the above models, while proficient in various aspects, have
been hindered by their inability to effectively handle long-term patterns. Since the battery
charge and discharge is a lengthy process, the input for the prediction model is usually a
long time-series signal. This limitation is primarily attributed to the gradient vanishing
problem, which has necessitated the continued reliance on the widely used stochastic
gradient descent method for training [16]. In addition, since the internal battery chemistry
is a complex process, the SOC prediction is susceptible to the battery discharge rate,
ambient temperature, and battery degradation [17]. Meanwhile, there exists a significant
nonlinear correlation between the external variables of an electric vehicle and its battery,
which can make accurate SOC prediction challenging [18]. For example, the aerodynamic
drag coefficient of the electric vehicle varies with its speed, and the mechanical power
loss of the motor can result in faster battery discharge, further contributing to inaccurate
SOC prediction.

We summarize some limitations of existing SOC prediction methods, including the
following:

()  Current battery input data cannot reflect the sudden changes in the operating con-
ditions of electric vehicles. The battery SOC fluctuates significantly during the ac-
celeration and deceleration of vehicles, making it difficult for models trained on
single-time-point or longer-duration data to capture sufficient temporal information.

(I) Most of the existing prediction models were generally considered incapable of han-
dling long-term patterns because of the gradient vanishing problem.

(III) External vehicle conditions are not considered in predicting the SOC. Previous studies
on SOC prediction mainly used laboratory battery data as input variables. Further-
more, in actual EV operations it is hard to obtain external conditions that affect battery
discharge due to cost and feasibility constraints.

Our research introduces the DLPformer framework, which integrates laboratory bat-
tery data with vehicle features to enhance SOC prediction accuracy. We employ a versatile
simulation model that adapts to specific operating conditions by incorporating external
vehicle data. To capture abrupt changes in electric vehicle behavior, we utilize a high 10 Hz
sampling frequency. Additionally, DLPformer, our novel Transformer model, combines
a linear trend predictor with patch-input attention for seasonal components, drawing
inspiration from previous work [19]. This combination enables DLPformer to effectively
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capture variations in the SOC attributed to both trend and seasonal patterns. The main
contributions of this research are as follows:

* A novel SOC prediction framework: A simulation model of an electric vehicle is
built using Matlab/Simulink, which incorporates external vehicle data and laboratory
battery data to establish the relationship between external vehicle conditions and
battery consumption. To the best of our knowledge, we are the first to formulate
this framework that can be customized for specific vehicle operating conditions by
inputting corresponding driving cycles and electric vehicle parameters.

* A data fusion method for datasets with different frequencies: We resample the data
to capture the sudden change in electric vehicles with features in our simulation and
enhance the robustness of the trained model for complex battery conditions.

e  We introduce a refined version of the latest time-series Transformer variants, named
DLPformer. DLPformer incorporates an empirical rule to select the attention mecha-
nism that is most easily learned in the given domain, which combines a linear model
for trend component and patch-input attention for seasonal component prediction.
Also, DLPformer acquires information from the entire input and has a superior perfor-
mance when dealing with long-sequence data.

*  We applied our framework to different driving cycles and heterogeneous batteries
for training and testing. Through comparison and ablation experiments, we show
that our proposed framework and prediction model can achieve more accurate SOC
predictions and improve generalization and applicability.

2. Related Work

Recent research has spotlighted deep learning approaches for battery state prediction,
focusing especially on the SOC. Standard SOC prediction frameworks typically involve
five key steps: battery data collection, data preprocessing, feature engineering, model
training, and model prediction [20,21]. In this domain, there are several notable approaches:
Caliwag et al. [22] utilized LSTM with a vector autoregressive moving average as input
for LSTM layers. Chaoui et al. [23] suggested employing a deep RNN for SOC and
battery parameter estimation. Hannan et al. [24] proposed the utilization of a two-hidden-
layer stacked GRU model with a one-cycle policy learning rate scheduler for accurate
state of charge estimation in Li-ion batteries. Tian et al. [25] proposed a deep learning
neural network (DNN) approach for SOC prediction in EVs using data from a 10-minute
charging session, which consists of convolutional layers, GRU layers, and a dense layer.
Huang et al. [26] developed a hybrid convolutional neural network with a gated recurrent
unit (CNN-GRU) model using single-time-point measurements of the voltage, current,
and temperature.

However, these studies mentioned above did not consider the influence of vehicle-
related data on SOC prediction. Huang et al. [27] used real-world vehicle data from the
National Big Data Alliance of New Energy Vehicles (NDANEV) but equalized battery
degradation effects with the vehicle driving mileage. Li et al. [28] integrated weather
and vehicle data and used a novel dual-dropout-based neural network to predict the SOC.
Despite these efforts to include vehicle-related data, both studies suffered from significant
data loss and sampling limitations.

With the introduction of the Cloud-based Battery Management System (Cloud-based
BMS) concept [29-31], our ability to handle large-scale battery operational data in real
time has been elevated. Consequently, the adoption of approaches based on models such
as Transformers [32] is starting to make notable strides in the realm of SOC prediction.
Hannan et al. [33] employed a Transformer neural network to predict the SOC based on
current, voltage, and temperature data and further enhanced the prediction stability with
an immersion and invariance adaptive observer. Shen et al. [34] introduced a Transformer-
based deep learning approach with self-supervised learning for precise state of charge
estimation in lithium-ion batteries. Sitapure et al. [35] addressed the challenge of accurately
predicting EV battery parameters using novel time-series Transformers (TSTs), comparing
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their performance against traditional models and emphasizing the utilization of diverse
data sources for improved predictions.

These developments highlighted the promising potential of Transformer-based models
for SOC prediction and underscored the importance of considering a broader spectrum of
data sources.

3. Prediction Framework for Electric Vehicle

In this section, we describe the details of our prediction framework for the SOC.
It includes three modules: laboratory battery data and simulated external vehicle data;
data fusion utilizing a high-frequency sampling module; and a deep-learning-based SOC
prediction model called DLPformer. The proposed framework is illustrated in Figure 1.
We first outline the process of constructing an electric vehicle simulation and analyze the
generated features to identify the most related information. Next, we will introduce the
fusion of laboratory battery and simulated external vehicle data, which will finally be
performed in our proposed prediction model DLPformer.
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Figure 1. An overview of the proposed SOC prediction framework.

For ease of reading, the abbreviations used in this paper and their meanings are

summarized in Table 1.

Table 1. Nomenclature table.

Abbreviation Description

EV Electric vehicle

BMS Battery management system

SOC State of charge

LIB Lithium—ion batteries

LSTM Long short—term memory

GRU Gated recurrent unit

RNN Recurrent neural network

DNN Deep learning neural network

CNN-GRU Convolutional neural network gated recurrent unit
TST Time—series Transformer

NDANEV National Big Data Alliance of New Energy Vehicles
UDDS Urban Dynamometer Driving Schedule

USs06 U.S.06—a set of driving cycles used for emissions testing
LA92 Los Angeles 92

MAE Mean absolute error

MSE Mean squared error

RMSE Root mean squared error

Tshatt Output shaft torque

Treference Reference torque




Mathematics 2023, 11, 4635

50f21

Table 1. Cont.

Abbreviation

Description

Tacceleration

Acceleration torque

Thrake Braking torque

Teft axie Torque on the left axle

Tright axle Torque on the right axle

Frear Longitudinal force on the rear wheels

Frront Longitudinal force on the front wheels

Vieedback Feedback speed

Waitfer Mechanical power transferred through the differential
Winotor Mechanical power of electric motor

Wivheel Mechanical power transferred from axle to wheel
Weonl Power loss due to rolling resistance

Whoreak Mechanical power required for braking

Wivind Power loss due to wind resistance

3.1. Electric Vehicle Simulation

Since it is difficult to measure or obtain vehicle data (such as losses in the electric
motor, power system, and air resistance) in real systems, we conduct a simulation of an
electric vehicle model using Matlab/Simulink [36]. Simulink’s Powertrain Blockset [37] is
a powerful computational tool that has been widely used in simulations and analysis of
vehicle dynamics. The Powertrain Blockset consists of several blocks that are designed to
calculate various aspects of the motor system.

In order to generate the electric motor’s mechanical power data Wiotor, we utilize the
Mapped Motor block to control the output shaft torque Tgp,, based on the reference torque
Treference- This reference torque is determined by the acceleration torque Tacceleration and
braking torque Ty aie-

Next, the Limited Slip Differential and Longitudinal Wheel blocks are used to calculate
the corresponding torques Tieft axte and Tright axte and the net longitudinal forces Frear and
Firont acting on the rear and front wheels, respectively, which allow us to determine the
mechanical power transferred through the differential Wyjge,.

By utilizing the Vehicle Body 1DOF Longitudinal block, which considers the feedback
speed Vieedback and acceleration torque T,cceleration, W€ are able to obtain the mechanical
power transferred from the axle to the wheel Wyp,ee1, as well as the power loss due to rolling
resistance Wi, the mechanical power required for braking Wi eax, and the power loss due
to wind resistance Wy ing-

To summarize, these blocks are used to simulate the powertrain system and vehicle
dynamics of an electric vehicle. A schematic of the EV model is designed and presented
in Figure 2. The mechanical power of the motor Wotor, power transferred through the
differential Wy;sfe, power transferred from axle to wheel W, e, power loss due to rolling
resistanceW,,), power required for braking Wy ek, and power loss due to wind resistance
Wyindg Will be output as a part of the vehicle data. These components are widely recognized
and utilized as essential features within real-world automotive datasets.

3.2. Feature Analysis

In the previous section, we obtained various features of the electric vehicle model,
inCIUding the Wimotor, Waitfer, Wivheelr Wroll, Woreak, and Wying. However, it is important to
note that not all vehicle features are equally relevant to the battery SOC, and the inclusion
of irrelevant features in the dataset may result in overfitting. Therefore, a feature analysis is
necessary to identify the most relevant characteristics for accurate SOC prediction.
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Figure 2. Schematic of the EV model using Matlab/Simulink.

To analyze the features, we utilize the Spearman correlation coefficient [38,39], which
is ideal for SOC data that display a monotonic decay. The coefficient measures the strength
and direction of the monotonic relationship between two variables, as defined by the
following formula:

6y ", d?
) @

where d is the difference in ranks between the two variables and 7 is the number of data
points. This method does not assume a linear relationship or a specific distribution form,
making it more suitable for evaluating the correlation between features and the battery
SOC, especially when dealing with monotonic data. The typical range for correlation
coefficients is from 0 to 1.0. A value of 1.0 indicates a perfect positive correlation, while a
value of 0 suggests no relationship between the variables.

First, we conduct a Spearman correlation analysis between the target variable SOC
and various feature values, as illustrated in Figure 3. It is shown that the current in the
battery data and the power loss W, due to rolling resistance in vehicle data both have
low correlation coefficients of 0.02 and 0.03. Hence, we drop these two irrelevant features
from our dataset. Then, we conduct a secondary correlation analysis on the remaining
features, and, as shown in Figure 3, select eight relevant features for SOC prediction. This
approach helps to eliminate irrelevant features and reduces the data size, thereby avoiding
the overfitting of the model.

3.3. Data Fusion

To integrate the battery data and simulated external vehicle condition data, we employ
a data fusion technique to match the spatial and temporal dimensions of the datasets.

For spatial matching, we use the vehicle parameters and driving cycle as the connection
link. Specifically, we input the driving cycles, such as the Urban Dynamometer Driving
Schedule (UDDS), the U.S.06—a set of driving cycles used for emissions testing (US06),
and the Los Angeles 92 cycle (LA92), and the vehicle parameters used in the battery
discharge tests into the simulation model to ensure the consistency of the data in the
test environment.



Mathematics 2023, 11, 4635 7 of 21

Time 5 SRl 035 091 071 091 J057

Voltage [NIA . 0.95 092 097 0.90

Temperature  0.13 . 030 021 [ 045 020

Motor b 1.00 099 097 097

Temperature

Ditfer . 0.99 0.99

‘Wheel

Break . 1.00

Wind

SocC

(b)

Figure 3. Spearman correlation coefficient (a) between different features and SOC; (b) of selected features.

For temporal matching, we first interpolate the missing battery data as it is collected
in the laboratory using the sensor. We utilize the Lagrange interpolation method [40].
Assuming that the battery dataset consists of n-time data points, the Lagrange interpolation
formula is as follows:
L Xmissing — Xj
li (xmissing) = H T v 2)
j=Ljpi YT

where [; (xmissing) is the Lagrange interpolation basis function:

n
Ymissing = Zyi -l (xmissing) (3)
i=1

By interpolating the missing data, we ensure that the battery data are a complete
sample with a fixed sampling frequency of 10 Hz. We then set the simulation model’s
vehicle data sampling frequency to match the same rate of 10 Hz. This allows us to fuse the
battery data and simulated vehicle data for SOC prediction.

3.4. Prediction Model

The DLPformer model incorporates both linear and enhanced Transformer modules to
capture different aspects of the battery discharge data. Figure 4 illustrates the architecture
of the DLPformer model, which begins by decomposing the battery discharge sequence
into trend and seasonal components using a moving average approach. To predict the
trend component, a linear model is employed, enabling the capture of trend information.
The seasonal component undergoes smoothing using the RevIN module, ensuring a more
refined input sequence. Subsequently, a Transformer-based model with a patching struc-
ture is utilized to capture nonlinear patterns and variable dependencies, facilitating the
prediction of the periodic component. In the final step, the predicted trend and seasonal
components are aggregated to obtain an overall SOC prediction.
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Figure 4. The structure of DLPformer.

3.4.1. Series Decomp

In order to capture complex battery discharge patterns, we adopt a decomposition
approach that separates the sequence into trend and seasonal components. The trend
component represents the battery’s normal state, while the seasonal component represents
its fluctuating state. However, directly predicting the discharge sequence for an unknown
battery is not feasible. To address this challenge, we employ a sequence decomposition
block that gradually extracts a stationary trend from the predicted intermediate hidden
variables. Specifically, we smooth the periodic fluctuations by adjusting the moving average
line. For an input series X € RM*L the process is as follows:

Xy = AvgPool(Padding (X)) 4)

Xs = X — X; 5)

where X; and X; € RM*L represent the seasonal and trends parts, respectively. AvgPool(X)
combined with a padding method is exploited as the moving average operation.

3.4.2. Linear Model

The trend component of the DLPformer model is captured using a linear model.
After decomposing the battery discharge sequence into trend (X;) and seasonal (X;) compo-
nents, we focus on predicting the trend component using a simple linear model. The linear
model is represented as H; = W - X; € RM*T where H; is the predicted trend component
for a given input sequence X; € RM*L W is the weight matrix, and the output length is T.
The structure of the linear model is shown in Figure 5.

The linear model is well suited for capturing the trend component due to its ability to
model linear relationships. As the trend represents the gradual change in the battery’s state
during discharge, a linear model is straightforward and intuitive, directly applying a linear
transformation to the trend component without introducing complex nonlinear operations.
Furthermore, the linear model has a low computational cost and requires fewer parameters
compared to more complex models, which makes it computationally efficient and suitable
for large-scale SOC prediction tasks.
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Figure 5. A single linear model.

3.4.3. RevIn Block

The RevIn block is a technique used for predicting the seasonal component in the
battery discharge sequence. It leverages a two-step transformation process, involving
normalization and denormalization, to improve forecasting accuracy.

In the normalization step, each time-series instance Xs(i) is normalized by subtracting
its mean y(i) and dividing by its standard deviation (i), resulting in the following:

. ) ;
Xs(l) _ X —‘14(1) (6)
o (i)
The denormalization step performs the inverse transformation to obtain the predicted

output in the original scale. The denormalized prediction H W s multiplied by the standard
deviation ¢ (i) and added back the mean y(i), yielding the following:

HY = 8,7 0 (i) + u(i) @)

By employing the RevIn block, the model can effectively handle the distribution shift effect
and improve the accuracy of seasonal component prediction in battery discharge sequences.

3.4.4. Patching

In the seasonal component prediction, each input univariate time series x(?) is divided
into patches using a patching technique. This patching process helps to reduce the memory
usage and computational complexity of the model’s attention mechanism, while allowing
the model to capture longer historical sequences.

The input time series x{*) is divided into patches of length P with a nonoverlapping

region called the stride S. The patching process generates a sequence of patches xg,i) € RPXN,
where N is the number of patches. The number of patches is determined by the formula
N = L%J + 2, where L is the length of the original time series. To ensure the continuity
of the sequence, the last value x(Li) is padded with S repeated numbers and appended to
the end of the original sequence before patching.

By using patches, the number of input tokens is reduced from L to approximately
L/S. This reduction in tokens leads to a quadratic decrease in the memory usage and
computational complexity of the attention mechanism, resulting in improved efficiency.
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3.4.5. Transformer Encoder

We utilize a vanilla Transformer encoder to establish the observed signals to latent
representations. The patches are projected into the Transformer latent space of dimension D
using a trainable linear projection W, € RP*, and a learnable additive position encoding
Wpos € RP*N s applied to preserve the temporal order of the patches. The transformed
patches are denoted as x‘(ii) = pr;i) + Wpos, where xg) € RPN represents the input to
the Transformer encoder.

For eachhead h =1, ..., H in the multi-head attention mechanism, the input is trans-
formed into query matrices Q) = (x(gi) )TWQ, key matrices K() = (xg))TWK, and value
matrices V() = (xg))TWV, where W2, WK ¢ RP*d% and WY € RP*P. The attention
output O() € RP*N s obtained using scaled dot-product attention:

Nzn

The multi-head attention block also includes BatchNorm layers and a feed-forward
network with residual connections, as shown in Figure 6. The resulting representation is
denoted as z()) € RP*N. Finally, a flatten layer with a linear head is used to obtain the
prediction result x(i) = x7 11(i),...,xp (i) € RI*T.

o HKOT\
Attention(Q(), K@), V(1)) = Softmax <Q_K> v ®)

2 emHT Output Univariate Series A

A

E ’!

i Flatten + Linear Head I
RO e ,',l

Transformer Encoder
xd(ﬂ) c RDXN 5
. . - . ‘\‘ Multi-Head
Projection + Position Embedding [N Attention
(] PxN

X, € R

Instance Norm + Patching
A e R Input Univariate Series

Figure 6. Transformer backbone.

4. Experiment Setup
4.1. Dataset

The dataset employed in our study consists of two heterogeneous batteries: the LG
HG2 cell (McMaster University in Hamilton, ON, Canada) [41] and the Panasonic 18650PF
cell (University of Wisconsin, Madison, WI, USA) [42]. In the subsequent discussions, we
will refer to them as the LG battery and Panasonic battery, respectively. We demonstrated
the estimation efficacy of the proposed model based on data sampled at room temperature
and selected these batteries for their distinct characteristics in terms of their cathode, anode,
capacity, and other specifications. The detailed specifications of these battery cells are
provided in Table 2. Figure 7 illustrates the voltage, current, and temperature profiles of
both batteries under different driving cycles.
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Figure 7. Voltage, current, and temperature profiles of the LG HG2 and Panasonic 18650PF batteries:
(a) LG battery under UDDS; (b) LG battery under US06; (c¢) LG battery under LA92; (d) Panasonic

battery under UDDS.

Table 2. Specifications of battery cells.

Battery Type LG HG2 Panasonic 18650PF
Testing institution McMaster Wisconsin-Madison
Cathode LiNiCoMnO2 (NCM) LiNiCoAlO2 (NCA)
Anode carbon carbon
Capacity (mAh) 3000 2900
Thermal chamber volume 8 cu.ft. 8 cu.ft.
Current rating (A) 75 18

Voltage rating (V) 5 5

Figure 8.

Then, we utilized these datasets within the framework proposed in our research.
Figure 8 showcases partly operational data of a 3Ah LG HG2 battery under the UDDS
driving cycle, alongside the vehicle’s external data obtained using our framework.
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4.2. Training and Hyperparameters

Instantiating a deep learning model involves various stochastic processes. To ensure
the reproducibility and consistency of the results obtained, all experiments were conducted
using a preset seed value. We also introduced a learning rate decay strategy. This strategy
aims to expedite the training process and prevent overfitting and speed up the training
process. The training process is illustrated in Figure 9.

Sl0SEUEH:£3]

LG Battery Dataset

r——————= vy 3T
Training Validation .
[ Data ] [ Data ] I [ Testing Data ]

Panasonic Battery Dataset

»!
P

A4

DLPformer I

Calculate
Loss

Yes

earning No
Stagnates?
No

y
‘Well-Trained
DLPformer

SOC Prediction

Figure 9. A learning rate decline strategy for training.

During the training process, the model uses Adam to optimize the network param-
eters, and model parameters were updated based on the loss function computed on the
training set, with the batch being 32 and the initial learning rate and training epochs being
0.001 and 30, respectively. Model adjustments were made using the performance metrics
evaluated on the validation set. Through validation on the dedicated set, we could examine
whether the model was overfitting or underfitting and fine-tune the hyperparameters to
optimize the performance. Once the model passed the validation phase and demonstrated
a satisfactory performance on the testing battery data, we could be confident in its ability
to predict the battery SOC effectively.

4.3. Evaluation Metrics

SOC prediction can be evaluated using various metrics, including the MAE, MSE,
and RMSE. These metrics provide quantitative measures of how well a prediction algorithm
is performing compared to actual SOC values.
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Mean absolute error (MAE): The MAE is given by the following formula:

1 N
MAE = < ) [SOCest — SOCact| )
i=1
The MAE maintains consistency between the scale of the error metric and the original
values. It does not suffer from error amplification due to squaring, making it more robust
to outliers compared to the MSE when used as a loss function.
Mean squared error (MSE): The MSE is calculated as follows:

1 N
MSE = - Y " (SOCest — SOCact)? (10)
i=1
The MSE provides a simple and straightforward expression for prediction error. However,
squaring the error value amplifies the impact of outliers, making the model highly susceptible
to their influence when used as a loss function for training models for SOC prediction.
Root mean squared error (RMSE): The RMSE is computed as the square root of the
MSE:

1N
RMSE = N i;(socest —SOC 5t )2 11)
The RMSE is essentially the square root of the MSE, which helps to ensure that the
evaluation metric is consistent with the original value scale.

The performance of the proposed framework or network is evaluated under MAE,
MSE, and RMSE criteria.

5. Results and Discussion

In this section, we begin by establishing the superiority of our proposed prediction
framework through an examination of the model performance. We substantiate this through
comparative experiments and extrapolation analysis. Subsequently, we conduct ablation
experiments to demonstrate the effectiveness of individual modules within the prediction
framework. Following this, we delve into a study of computational efficiency through
experimentation and analysis of the model’s training efficiency.

5.1. Model Performance

To comprehensively assess the model’s performance and adaptability, we meticu-
lously designed two types of experiments: a comparative experiment and an extrapolation
experiment. The details of the experiment setup are shown in Table 3.

Table 3. Model performance experimental settings.

Train/Valid Test
Experiment
Dataset Shape Dataset Shape
Comparison LG_UDDS, LG_US06 122,195 LG_LA92 54,865
Extrapolation = LG_UDDS, LG_US06 122,195 Panasonic_UDDS 44264

In the comparative experiment, we utilize the LG battery dataset under UDDS and
US06 driving cycles to construct the training and validation sets. These cycles are chosen
due to their ability to simulate typical urban driving conditions, encompassing scenarios
such as stop-and-go traffic and moderate acceleration patterns. Additionally, the US06
driving cycle accounts for aggressive high-speed acceleration behavior, involving rapid
speed fluctuations. To evaluate the model’s performance on unseen data, we employ the
LG battery dataset under LA92 as the test dataset. By assessing the model’s accuracy
in predicting the SOC across diverse driving scenarios, we aim to gain insights into the
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model’s inherent limitations. Conversely, in the extrapolation experiment we train the
model on the LG dataset, employing the UDDS and US06 driving cycles, and subsequently
evaluate its performance on the Panasonic 18650PF cell dataset under the UDDS driving
cycle. The primary objective is to gauge the model’s adaptability to batteries with distinct
characteristics.

5.1.1. Comparison Experiment

First, we conducted a comprehensive benchmark of the proposed model against other
recently proposed models, both Transformer-based and non-Transformer models. To ensure
a fair evaluation, all models were subjected to the same experimental setups as mentioned
above. Table 4 provides an overview of these models, including their architectural details,
attention mechanisms, and the results obtained from our experiments. Additionally, we
selected the three top-performing prediction models, as depicted in Figure 10, to further
illustrate their predictive capabilities and differences in SOC prediction.

Table 4. Performance comparison results of different models.

Model Struct Attention MAE (%) MSE (%)  RMSE (%)
Transformer [32] (2017) Encoder—decoder Full attention 1.1241 0.0475 2.1802
Informer [43] (2021) Encoder—decoder Prob sparse 2.1114 0.0698 2.6426
Autoformer [44] (2021) Encoder-decoder Auto correlation 0.7876 0.0257 1.6061
FEDformer [45] (2022) Encoder—decoder Fourier correlation 0.8080 0.0095 0.9759
DLinear [46] (2023) Decomp-linear None 0.2316 0.0012 0.2861
PatchTST [47] (2023) Encoder Full attention 0.2701 0.0041 0.6339
DLPformer (proposed) Decomp-linear—encoder Full attention 0.1860 0.0006 0.2464
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Figure 10. Visualization results of comparison experiments: (a) prediction results of top three models
in the first 500 s; (b) prediction results of top three models in the middle 500 s.

From Table 4, we can conclude that DLPformer achieved impressive results with an
MAE of 0.1860%, MSE of 0.0006%, and RMSE of 0.2464%, demonstrating its effectiveness
in SOC prediction. Figure 10a,b provide a visual representation of the SOC prediction
results for the top three models. These models were trained under the UDDS and US06
driving cycles and subsequently tested on the LA92 driving cycle, specifically during
the first 500 s and the middle 500 s. Upon closer examination of the magnified 100 s
data, we noticed distinct behaviors among these models. PatchTST is good at aligning
with peak data points but substantially deviates from the trend data. We attribute this
to the attention mechanism within the Transformer backbone in PatchTST, which can
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better capture nonlinear relationships and dependencies in the data with spikes. DLinear’s
predictions adhere more closely to the trend data but struggle to capture rapid fluctuations.
In stark contrast, our model, DLPformer, demonstrates an exceptional ability to capture
both the trend and periodic components of SOC values. This observation highlights the
rationale behind the empirical approach integrated into our model’s design, allowing it
to effectively select and predict both periodic and trend components, contributing to its
superior performance.

5.1.2. Extrapolation Experiment

The extrapolation experiment aims to assess the model’s ability to generalize across
different battery types, a crucial factor in validating the robustness and versatility of our
model in real-world scenarios. To conduct the extrapolation experiment, we first trained the
DLPformer on the LG dataset using the UDDS and US06 driving cycles, following the same
training procedure as outlined in the comparison experiment. After ensuring the model’s
proficiency in predicting the SOC for LG batteries, we then put it to the test by evaluating
its performance on the Panasonic 18650PF cell dataset under the UDDS driving cycle.

From Table 5, we observe that DLPformer outperforms other models by a significant
margin in terms of its MAE, MSE, and RMSE. Specifically, DLPformer achieved an MAE
of 0.1010%, MSE of 0.0002%, and RMSE of 0.1413%, showcasing its superior performance
in extrapolating SOC predictions to batteries with distinct characteristics. Figure 11a,b
illustrate the results of all models on the test dataset. Based on the results of the extrapo-
lation experiment, we find that the Transformer model and its variants, such as Informer,
Autoformer, and FEDformer, perform poorly on our heterogeneous battery dataset, making
it challenging to achieve accurate predictions for heterogeneous batteries. We consider that
the Transformer model and its variants tend to focus on capturing global dependencies in
sequences, resulting in weaker modeling capabilities for different battery types and charac-
teristics. In contrast, DLinear, PatchTST, and our proposed DLPformer achieve successful
predictions of the SOC for heterogeneous batteries. This suggests that the combination of
sequence decomposition and patching can enhance the extrapolation ability and generaliz-
ability of the models, which can strengthen the predictions for heterogeneous batteries.
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Figure 11. Visualization results of extrapolation experiments: (a) prediction results of all models in
the first 500 s; (b) prediction results of all models in the middle 500 s.
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Table 5. Results of extrapolation experiments on different models.

Model MAE (%) MSE (%) RMSE (%)
Transformer [32] (2017) 2.5327 0.0838 2.8947
Informer [43] (2021) 3.9213 0.2111 4.5942
Autoformer [44] (2021) 3.2012 0.3533 5.9440
FEDformer [45] (2022) 1.9904 0.1506 3.8807
DLinear [46] (2023) 0.1357 0.0007 0.1848
PatchTST [47] (2023) 0.2590 0.0059 0.7738
DLPformer (proposed) 0.1010 0.0002 0.1413

5.2. Ablation Study

The above experiments have already validated the model’s performance. Now, we
examine the roles of various modules within DLPformer.

To gain a precise understanding of how the integration of external vehicle data features
and the trend and seasonal components of the model contribute, we conduct some ablation
experiments. These modules include a linear model, a patch-input attention mechanism,
a RevIn module, and input features related to vehicle characteristics. We individually
remove each of these components to observe their respective effects on SOC prediction
results. The results of these ablation experiments are presented in Table 6.

Table 6. Ablation experimental results of DLPformer.

Method MAE (o/o) MSE (0/0) RMSE (0/0)
DLPformer w/o patch input 0.2476 0.0011 0.2996
DLPformer w/o linear 0.3838 0.0021 0.4889
DLPformer w/o RevIin 0.2258 0.0009 0.2981
DLPformer w/o vehicle features 0.2108 0.0008 0.2979
DLPformer 0.1860 0.0006 0.2464

In the case of “DLPformer w/o Patch-input”, where the patch-input Transformer
backbone, responsible for handling seasonal patterns, is removed, the model struggles
to capture the intricate cyclic variations in the SOC. In contrast, “DLPformer w/o Lin-
ear” discards the linear model, which typically handles the trend component prediction.
Without this element, the model lacks the capability to identify and predict overarching
trends in the SOC, leading to a loss of accuracy in long-term predictions. Additionally,
“DLPformer w/o RevIn” reveals that the RevIn module’s absence hampers data normal-
ization and denormalization. This impacts the model’s ability to interpret and process the
data effectively, resulting in suboptimal SOC predictions. Lastly, “DLPformer w/o Vehicle
Features” signifies that excluding external vehicle features from the model affects its ability
to incorporate valuable contextual information. This omission results in less accurate SOC
predictions, emphasizing the significance of integrating vehicle features into the prediction
framework. Figure 12a,b visually depict the prediction outcomes and absolute error plots of
the DLPformer model and DLPformer without vehicle features. Conversely, “DLPformer”,
our complete DLPformer model, which integrates all four modules, the linear model for
trend prediction, the patch-input attention mechanism for seasonal prediction, the RevIn
module for data normalization and denormalization, and vehicle features integration,
achieved the best performance, effectively capturing both trend and seasonal patterns.
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Figure 12. Visualization results of DLPformer with and without vehicle features: (a) prediction results
of DLPformer; (b) absolute error of DLPformer.

In addition, we separately studied the effect of external vehicle feature input into
other models to demonstrate the universality of this module. As shown in Table 7, we
introduced external vehicle data into various models, both Transformer-based and non-
Transformer-based. In the original SOC prediction framework, the focus was exclusively
on battery features, with input limited to voltage, current, and temperature data. However,
upon implementing our proposed SOC prediction framework, which incorporates vehicle-
related features, we observed a significant reduction in errors for most models.

This improvement can be attributed to a holistic assimilation of vehicle-related at-
tributes, which evidently contribute to a more comprehensive and refined understanding
of the intricate interactions between the battery and the vehicular dynamics. The enriched
data landscape facilitates the model’s aptitude to capture and contextualize nuanced op-
erational variations, thereby enabling more accurate and robust SOC predictions across
diverse driving scenarios.

Table 7. Results of different models with and without vehicle features.

Method MAE (0/0) MSE (0/0) RMSE (0/0)
Transformer [32] 1.1241 0.0475 2.1802
Transformer with vehicle features 1.0886 0.0439 1.9227
Informer [43] 2.1114 0.0698 2.6426
Informer with vehicle features 1.9711 0.0681 2.6096
Autoformer [44] 0.7876 0.0257 1.6061
Autoformer with vehicle features 0.6290 0.0157 1.2540
FEDformer [45] 0.8080 0.0095 0.9759
FEDformer with vehicle features 1.0864 0.0205 1.1430
DLinear [46] 0.2316 0.0012 0.2861
DLinear with vehicle features 0.2254 0.0010 0.2600
PatchTST [47] 0.2701 0.0041 0.6339
PatchTST with vehicle features 0.2277 0.0032 0.4520

5.3. Computation Efficiency

Computation efficiency [48] is a critical aspect to consider when employing deep
learning models, as it directly affects the feasibility and scalability of the model in practical
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applications. Some of the most used definitions are (not limited to) the training time
of the model, power consumption, carbon footprint of the model, execution time of a
trained model (run-time), model size, and model parameters. In this section, we use
the training time of the model to analyze the computational efficiency of various battery
prediction models. Models utilized in this work were trained on an RTX4080 GPU (Nvidia
Corporation, Santa Clara, CA, USA) with a memory of 16 GB with the PyTorch 1.13.1 DL
library. The processor is an Intel i7-13700F (Intel Corporation, Santa Clara, CA, USA) and
RAM (Kingston Technology, Shanghai, China) at 32 GB.

Table 8 and Figure 13 present the experimental results, showcasing the number of
training epochs, time per epoch, and MAE (mean absolute error) for each model. The num-
ber of epochs denotes the termination point of the training process, determined by our
predefined patience threshold of 3. The time per epoch indicates the duration required to
complete a single epoch of model training, while the MAE quantifies the prediction error
of the models in terms of SOC estimation. Figure 13 reveals that DLPformer notably attains
the lowest MAE of 0.18% and requires only 54 s per training epoch.
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Figure 13. Visualization results of all models in computation efficiency.

Table 8. Computation efficiency of battery prediction models.

Model Epoch Time per Epoch (s) MAE (%)
Transformer [32] 8 103.67 1.0886
Informer [43] 8 101.90 1.9711
Autoformer [44] 9 145.28 0.6290
FEDformer [45] 10 725.54 1.0864
DLinear [46] 20 26.88 0.2254
PatchTST [47] 14 98.76 0.2277
DLPformer 16 54.03 0.1860

Epoch referred to the training method’s early stopping criterion mentioned in Figure 9.

6. Conclusions

In this research, we tackle the vital challenge of accurate state of charge prediction,
a pivotal aspect of battery management systems for enhancing battery efficiency and safety.
The prevailing SOC prediction frameworks have primarily focused on battery-related fea-
tures, disregarding crucial vehicle information. To address this gap, we introduce a novel
framework integrating laboratory battery data and vehicle features, resulting in improved
SOC prediction precision. Through the utilization of Matlab/Simulink simulations and
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Spearman correlation analysis, we identify pivotal vehicle features, such as the mechanical
losses of electric motors, differential, and aerodynamic drag. Moreover, our data fusion
method improves the synchronization of heterogeneous datasets, enabling accurate predic-
tions of abrupt electric vehicle changes. Furthermore, the DLPformer prediction model is
developed to effectively capture complex SOC variations related to both trend and seasonal
patterns. Our DLPformer model is a fusion of a linear trend prediction component and a
patch-input attention mechanism for seasonal component prediction. Through comprehen-
sive testing using various driving cycles and heterogeneous battery datasets, our prediction
framework showcases remarkable SOC prediction accuracy and robustness. Our prediction
framework achieves outstanding performance with MAE values of 0.18% and 0.10% across
distinct driving cycles and battery types.

We note that our study has not yet included the evaluation of battery SOC testing
under various temperature conditions, and there is further room for improvement in our
predictive model. In the future, we plan to focus on these two potential areas for enhance-
ment. First, by including battery data from various temperature conditions we can make the
model more adaptable to different situations since batteries function differently under dif-
ferent temperatures. Secondly, for real-world scenarios where the SOC varies dynamically
in electric vehicles, having real-time SOC updates could be highly beneficial. Currently,
our time-series Transformer provides SOC values every 96 s, which is the sliding window
length. However, using shorter sliding window lengths like 48 or 24 s could increase the
frequency of SOC updates, leading to more timely and accurate SOC predictions.
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