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Abstract: The problem of the dual synchronization of two different fractional-order chaotic systems
with uncertain parameters is studied. This paper introduces a synchronization method in accordance
with Lyapunov stability theory, and the adaptive controllers and adaptive laws are designed to realize
the dual synchronization of fractional order chaotic systems. Finally, two numerical examples of
unknown different fractional-order chaotic systems are also given to prove the accuracy of the theory
in the paper, and the effectiveness and performance of the proposed adaptive dual synchronization
strategy are verified by simulation.

Keywords: fractional derivative; dual combination synchronization; chaotic system; adaptive control;
lyapunov stability theory

1. Introduction

Fractional calculus began in the 17th century [1,2] and had a history of 300 years.
Although fractional calculus has a lengthy background in mathematics, its application
in physics and engineering is a new subject [3,4]. In the process of in-depth study of
fractional calculus, it is generally believed that fractional calculus is a natural extension
of integral calculus and integral calculus is a particular case of fractional calculus [5]. For
the modeling of complex systems, the fractional calculus model is more accurate than the
integer calculus model and can also include the genetic and memory effects of the system.
Therefore, the study of fractional-order systems has more general significance. With the
rise of fractional calculus research, it has been extended to chaotic systems.

Chaos is a common phenomenon, and chaos science has developed into engineer-
ing, biology, chemistry, physics and nonlinear science. At present, it is supposed to be
an interdisciplinary field [6–9]. The synchronization and control of chaotic systems and
various applications of chaotic dynamics are the frontier topics of recent nonlinear scientific
applications.

Chaotic synchronization is one of the crucial branches of nonlinear science; its ap-
plications include secure communication [10], chemical and biological systems [11] and
physical systems. At present, the synchronization problem of fractional-order chaotic
systems has potential application prospects in secure communication, control processing,
chemical reactions, biological systems, etc. It is a challenging and exciting problem that
has attracted extensive research and resulted in the proposal of a lot of synchronization
control methods, and a lot of synchronous control methods, mainly including adaptive
pulse synchronization [12], modified projective synchronization [13], sliding mode control
synchronization [14], adaptive synchronization [15], adaptive fuzzy control synchroniza-
tion [16], and adaptive sliding mode control synchronization [17]; the above methods are
about the synchronization control of fractional-order chaotic systems.

Recently, dual synchronization, as a new synchronization method, has become a
research hotspot. The dual combination synchronization problem is more complicated
than a simple ensemble of numerous chaotic systems and therefore requires more attention.
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Chaos dual synchronization is a technique for separating two mixed chaotic signals using
synchronization. To synchronize with a pair of drive systems, a pair of response systems
must employ a signal created by a linear combination of drive system states. It is safer
and more fascinating in the communication signal transmission and reception application
due to the intricacy of the dual-synchronization combination. Furthermore, to improve
anti-attack and anti-translated capabilities, the broadcast signal can be split into numerous
sections and loaded in combination systems of different drive systems or the same drive
system with varied initial conditions. Tsimring and Sush Chik first proposed the original
idea in 1996 while studying the chaotic synchronization of multiple complexities in circuit
models [18]. Subsequently, Liu and Davis proposed the concept of double synchronization
in 2000 [19], that is, synchronizing two different pairs of chaotic systems with a scalar
signal simultaneously, that is, synchronizing two driving systems and two response sys-
tems. At present, some results have been obtained in the study of dual synchronization
of chaotic systems. For example, the dual synchronization of Rössler and Lorenz systems
is studied by Lyapunov stability theory [20]. Based on the output feedback strategy, the
dual synchronization of Rossler-Chen, Duffing-Van der Pol and Lorenz-Rössler chaotic
systems is studied [21]. Then, the delay feedback controller is designed in [22], and the
dual synchronization problem of modulation time-delay systems is studied. Reference [23],
in accordance with the combined synchronization of three chaotic systems and four chaotic
systems, the sufficient conditions for the dual combined synchronization of six chaotic
systems are obtained. In reference [24], the analytical control functions for synchronizing
these systems are derived by using a theorem, and the adaptive dual synchronization
problem of chaotic (hyperchaotic) complex systems with uncertain parameters is realized.
Reference [25] studied the multi-switching dual synchronization problem for time-delay
systems with unknown parameters.

However, these works are all about the dual synchronization of integer-order chaotic
systems, while the dual synchronization of fractional-order chaotic systems is rare. The
fractional derivative is a valuable tool for understanding the memory and genetic features
of diverse materials and processes compared to the traditional integer-order model [26,27].
In the sphere of communication, it provides better confidentiality and anti-decryption capa-
bilities than integer-order chaotic systems due to the complexity of the system model itself.
Zhang and Xiao et al. studied projective synchronization of Sprott-Lü and Liu-Chen chaotic
systems [28]. Reference [29] studied the dual phase and dual anti-phase synchronizations
of uncertain fractional-order chaotic systems. Nevertheless, there is no report on the appli-
cation of the adaptive control method to the dual synchronization of unknown parameters.
This paper introduces a new synchronization method; on the basis of Lyapunov stability
theory, an adaptive controller and adaptive law are designed to realize the dual synchro-
nization of fractional-order chaotic systems. There are two numerical examples to verify
the availability of this method. In the first instance, fractional-chaotic Chen and Lorenz
systems, with unknown parameters, are regarded as driving systems, and the Liu and Lü
systems with indeterminate parameters are considered as response systems. In the second
example, the fractional-order hyperchaotic Lorenz and Chen system with indeterminate
parameters is used as the drive system, and the fractional-order hyperchaotic Liu and Lü
systems with indeterminate parameters are used as response systems.The remaining part
of the paper is organized, as will be seen later. The definition and properties of calculus
and a useful lemma are introduced in Section 2. The scheme for the dual synchronization
is introduced in Section 3. In Section 4, the numerical simulation results are carried out.
Finally, the conclusion is drawn in Section 5.

2. Definition of Calculus

In daily research, the most common definitions of calculus are Grünwald–Letinkov
definition, Caputo definition and Riemann–Liouville definition. These frequently-used
definitions are proposed as will be seen later.



Mathematics 2022, 10, 470 3 of 16

Definition 1. When β > 0, the definition of Riemann–Liouville fractional-order integral is:

Iβ f (τ) =
1

Γ(β)

∫ τ

0
(τ − t)β−1 f (t)d(t), (1)

and its derivatives are:

RLDβ
t f (τ) =

dm

dτm
1

Γ(m− β)

∫ τ

0
(τ − t)m−β−1 f (t)dt, (2)

here, Γ(·) is Gamma function.

Definition 2. When β > 0, the definition of Grünwald–Letnikov fractional-order derivatives is:

GLDβ f (τ) = lim
h→0

1
hβ

M

∑
m=0

(−1)mCβ
m f (τ −mh), (3)

where M = [ τ
h ], Cβ

n = (
β
m) =

β(β−1)...(β−m+1)
m! .

Definition 3. When β > 0, the definition of Caputo fractional-order derivative is:

CDβ f (τ) =
1

Γ(m− β)

∫ τ

0
(τ − t)m−β−1 f n(t)dt, (4)

where m = [β] + 1.

During the initial portion of the simulation, the GL definition produces slightly
erroneous results. The RL definition is primarily for fractional order integrations, and
it cannot be used to differentiate fractional orders directly. The Caputo definition is the
most appropriate of the aforementioned definitions since the beginning conditions for
fractional-order differential equations are identical to those for integer-order differential
equations. Therefore, this paper chooses the Caputo fractional definition. For convenience,
CDβ is replaced by Dβ below.

3. Synchronization of Fractional-Order Systems

In this part, we use a pair of chaotic (hyperchaotic) systems as the driving system and
another pair of chaotic (hyperchaotic) systems as the response system. The drive system is
expressed as

Dβ
t x1(t) = f1(x1, t) + F1(x1(t))ρ1, (5)

Dβ
t x2(t) = f2(x2, t) + F2(x2(t))ρ2, (6)

where x1(t) ∈ Rn; x2(t) ∈ Rm, the matrices F1 ∈ Rn×p1and F2 ∈ Rm×p2 ; and the vectors
ρ1 ∈ Rp1 , ρ2 ∈ Rp2 , f1(x1, t) : Rn×R→ Rn and f2(x2, t) : Rm×R→ Rm are the nonlinear
functions which are continuously differentiable. We can write systems (5) and (6) as

Dβ
t x(t) = f (x, t) + F(x(t))ρ, (7)

where x(t) = (x1(t), x2(t))T , ρ = (ρ1, ρ2)
T , f (x, t) = ( f1(x1, t), f2(x2, t))T , and

F(x(t)) =
[

F1(x1(t)) 0
0 F2(x2(t))

]
.

The response systems are given as

Dβ
t y1(t) = g1(y1, t) + G1(y1(t))ν1 + U1(t, x, y), (8)
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Dβ
t y2(t) = g2(y2, t) + G2(y2(t))ν2 + U2(t, x, y), (9)

where y1(t) ∈ Rn, y2(t) ∈ Rm, and the vectors ν1 ∈ Rp1 , ν2 ∈ Rp2 , the matrices G1 ∈ Rn×p1

and G2 ∈ Rm×p2 , g1(y1, t) : Rn × R→ Rn and g2(y2, t) : Rm × R→ Rm are the nonlinear
functions, which are continuously differentiable, U1(t, x, y) = [u1(t), u2(t), . . . , un(t)]T :
Rn × Rm × R → Rn, U2(t, x, y) = [u1(t), u2(t), . . . , um(t)]T : Rn × Rm × R → Rm are the
continuously differentiable vector of nonlinear functions. We can write systems (8) and
(9) as

Dβ
t y(t) = g(y, t) + G(y(t))ν + U(t), (10)

where y(t) = (y1(t), y2(t))T , ν = (ν1, ν2)
T , g(y(t)) = (g1(y1, t), g2(y2, t))T , U(t) =

(U1(t), U2(t))T , and

G(y(t)) =
[

G1(y1(t)) 0
0 G2(y2(t))

]
.

Definition 4. If
lim
t→∞
‖e(t)‖ = lim

t→∞
‖y(t)− x(t)‖ = 0, (11)

we call the dual synchronization achieved by the driving system (7) and the response system (10).

Remark 1. The dual synchronization error vector is defined as:

e(t) =
[

e1(t)
e2(t)

]
=

[
y1(t)− x1(t)
y2(t)− x2(t)

]
. (12)

Remark 2. If either x1(t) = y1(t) = 0 or x2(t) = y2(t) = 0, the dual synchronization is called
complete synchronization of two chaotic systems.

We can get the synchronization error system as

Dβ
t (e(t)) = y(t)− x(t). (13)

According to system (7) and system (10), system (13) is expressed as

Dβ
t (e(t)) = − f (x, t) + g(y, t)− F(x(t))ρ + G(y(t))ν + U(t), (14)

Theorem 1 ([30]). If t > t0, 0 < β < 1, and x(t) ∈ Rn is a derivable and continuous function,
the following conclusion is true:

1
2

c
t0

Dβ
t x2(t)− x(t)c

t0
Dβ

t x(t) ≤ 0. (15)

Definition 5 ([31]). A continuous function γ: [0, t)→ [0, ∞) is said to belong to class-K if it is
strictly increasing and γ(0) = 0.

Theorem 2 ([31]). Consider the fractional-order system

c
t0

Dβ
t x(t) = f (x, t) (16)

with a fixed point x = 0, where β ∈ (0, 1). Suppose there is a Lyapunov function v(x(t), t), and
class-K functions γi(i = 1, 2, 3) satisfies:

γ1(‖x‖) ≤ v(x(t), t) ≤ γ2(‖x‖) (17)

c
t0

Dβ
t v(x(t), t) ≤ −γ3‖x‖ (18)

then the system (16) is said to be asymptotically stable.
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Theorem 3. The system (8) and the system (11) are synchronized, when we select the controller as
follows:

U(t) = f (x, t)− g(y, t)−G(y(t))ν̂ + F(x(t))ρ̂− Kε(t), (19)

there ρ̂, ν̂ are predicted values of ρ, ν, respectively. K = diag(k1, k2, . . . , k2n)(ki > 0).
The unknown parameter adaptive law is designed as:

Dβ
t ρ̂ = −FT(x(t))ε(t), ρ̂(0) = ρ̂0, Dβ

t ν̂ = GT(y(t))ε(t), ν̂(0) = ν̂0, (20)

where ρ̂0, ν̂0 are the initial values of the unknown parameters ρ̂, ν̂ , respectively, ε(t)
= [e1(t), e2(t) . . . , en(t)]T .

Proof. The Lyapunov function is designed as:

V(t) =
1
2

ε(t)Tε(t) +
1
2
‖ρ̂− ρ‖2 +

1
2
‖ν̂− ν‖2. (21)

The β-order derivative of Lyapunov function is taken as shown below:

Dβ
t V(t) =

1
2

Dβ
t ε(t)Tε(t) +

1
2

Dβ
t ‖ρ̂− ρ‖2 +

1
2

Dα
t ‖ν̂− ν‖2

≤ ε(t)T Dβ
t ε(t)− (ρ̂− ρ)T FT(x(t))ε(t) + (ν̂− ν)TGT(y(t))ε(t)

= ε(t)T Dβ
t ε(t)− ε(t)T [F(x(t))](ρ̂− ρ) + ε(t)T [G(x(t))](ν̂− ν),

(22)

and

Dβ
t ε(t) = [g(y(t)) + G(y(t))ν− f (x(t))− F(x(t))ρ + u(t)]

= [g(y(t)) + G(y(t))ν− f (x(t)) + f (x(t))− F(x(t))ρ

−G(y(t))ν̂− g(y(t)) + F(x(t))ρ̂− Kε(t)]

= [−G(y(t))(ν̂− ν) + F(x(t))(ρ̂− ρ)− Kε(t)].

(23)

Substitute (23) into (22) to get:

Dβ
t V(t) ≤ ε(t)T Dβ

t ε(t)− ε(t)T [F(x(t))](ρ̂− ρ) + ε(t)T [G(y(t))](ν̂− ν)

= ε(t)T [F(x(t))(ρ̂− ρ)−G(y(t))(ν̂− ν)− Kε(t)]

− ε(t)T [F(x(t))](ρ̂− ρ) + ε(t)T [G(y(t))](ν̂− ν)

= −ε(t)TKε(t).

(24)

According to Theorem 2, we get lim
t→∞

e(t) = 0.

Remark 3. Most chaotic (hyperchaotic) systems can be combined into expression (8), such as
common Chen, Lorzen, Lü, Liu, chaotic (hyperchaotic) systems, some financial systems, etc.

Remark 4. If f (x, t) and g(y, t) are the same and F(x(t)) and G(x(t)) are the same in system
(7) and system (10), then system (7) and system (10) are said to be structurally identical, that is,
theorem (3) also applies to adaptive dual synchronization with the same structure.

4. Numerical Simulation

In this section, to prove the effectiveness of the proposed way, some numerical sim-
ulation results are given. Matlab software is used for simulation, and we use Adams–
Bashforth–Moulton to solve fractional differential equations.
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4.1. Adaptive Dual Synchronization of Chen, Lorenz, Liu and Lü Chaotic Systems

This part shows the adaptive dual synchronization of Chen, Lorenz, Liu and Lü
fractional-order chaotic systems with unknown parameter, we use the Liu and Lü systems
as the drive systems, 

0Dα
t x11(t) = a1(x12 − x11),

0Dα
t x12(t) = −x11x13 + c1x12,

0Dα
t x13(t) = x11x12 − b1x13,

0Dα
t x14(t) = −a2x14 − e2x2

15,

0Dα
t x15(t) = b2x15 − k2x14x16,

0Dα
t x16(t) = −c2x16 + m2x14x15,

(25)

where a1, c1, b1, a2, e2, b2, k2, c2, m2 are system unknown parameters, and x1i(t)(i = 1, . . . , 6)
are the state vectors.

The driver systems in the form of Equation (25) is given as below:

Dβx(t) = f (x, t) + F(x(t))ρ, (26)

where f (x, t) = [0,−x11x13, x11x12, 0, 0, 0]T , ρ = [a1, c1, b1, a2, e2, b2, k2, c2, m2]
T ,

F(x(t)) =



(x12 − x11) 0 0 0 0 0 0 0 0
0 x12 0 0 0 0 0 0 0
0 0 −x13 0 0 0 0 0 0
0 0 0 −x14 −x2

15 0 0 0 0
0 0 0 0 0 x15 −x14x16 0 0
0 0 0 0 0 0 0 x16 x14x15

.

Chen and Lorenz systems with controllers are taken as response systems:

0Dβ
t y11(t) = a3(y12 − y11) + u1(t),

0Dβ
t y12(t) = (c3 − a3)y11 − y11y13 + c3y12 + u2(t),

0Dβ
t y13(t) = y11y12 − b3y13 + u3(t),

0Dβ
t y14(t) = a4(y15 − y14) + u4(t),

0Dβ
t y15(t) = y14(b4 − y16)− y15 + u5(t),

0Dβ
t y16(t) = y14y15 − c4y16 + u6(t),

(27)

where a3, c3, b3, a4, b4, c4 are system unknown parameters, and y1i(t)(i = 1, . . . , 6) are the
state vectors.

The response systems in the form of Equation (27) is given as follows:

Dβy(t) = g(y, t) + G(y(t))ν + U(t), (28)

where

g(y, t) =



0
−y11y13
y11y12

0
−y14y16 − y15

y14y15

, ν =



a3
c3
b3
a4
b4
c4

, U(t) =



u1(t)
u2(t)
u3(t)
u4(t)
u5(t)
u6(t)

,
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G(y) =



(y12 − y11) 0 0 0 0 0
−y11 y11 + y12 0 0 0 0

0 0 −y13 0 0 0
0 0 0 y15 − y14 0 0
0 0 0 0 y15 − x14 0
0 0 0 0 0 y16

.

Suppose that e1 = y11 − x11, e2 = y12 − x12, e3 = y13 − x13, e4 = y14 − x14, e5 =
y15 − x15 and e6 = y16 − x16, so error dynamical system is described by:

Dβe1(t) = a3(y12 − y11)− a1(x12 − x11),

Dβe2(t) = (c3 − a3)y11 − y11y13 + c3y12 + u2(t)− (−x11x13 + c1x12),

Dβe3(t) = y11y12 − b3y13 + u3(t)− (x11x12 − b1x13),

Dβe4(t) = a4(y15 − y14) + u4(t)− (−a2x14 − e2x2
15),

Dβe5(t) = y14(b4 − y16)− y15 + u5(t)− (b2x15 − k2x14x16),

Dβe6(t) = y14y15 − c4y16 + u6(t)− (−c2x16 + m2x14x15).

(29)

Defining control function as:

u1(t) = −â3(y12 − y11) + â1(x12 − x11)− k1e1,

u2(t) = −x11x13 + y11y13 + â3y11 − ĉ3(y11 + y12) + ĉ1x12 − k2e2,

u3(t) = x11x12 − y11y12 + b̂3y13 − b̂1x13 − k3e3,

u4(t) = −â4(y15 − y14)− â2x14 − ê2x2
15 − k4e4,

u5(t) = y14y16 + y15 − b̂4y14 + b̂2x15 − k̂2x14x16 − k5e5,

u6(t) = −y14y15 + ĉ4y16 + m̂2x14x15 − k6e6,

(30)

where â1, b̂1, ĉ1, ê2, b̂2, â2, k̂2, ĉ2, m̂2, b̂3, ĉ3, â3, b̂4, â4, ĉ4 are estimated values for a1, b1, c1, e2,
b2, a2, k2, c2, m2, b3, c3, a3, b4, a4, c4. The error dynamical system will be

Dβe1(t) = (a3 − â3)(y12 − y11) + (â1 − a1)(x12 − x11)− k1e1,

Dβe2(t) = (ĉ1 − c1)x12 + (â3 − a3)y11 + (c3 − ĉ3)(y11 + y12)− k2e2,

Dβe3(t) = (b̂3 − b3)y13 + (b1 − b̂1)x13 − k2e2,

Dβe4(t) = (a4 − â4)(y15 − y14) + (a2 − â2)x14 + (e2 − ê2)x2
15 − k4e4,

Dβe5(t) = (b4 − b̂4)y14 + (b̂2 − b2)x15 + (k2 − k̂2)x14x15 − k5e5,

Dβe6(t) = (ĉ4 − c4)y16 + (c2 − ĉ2)x16 + (m̂2 −m2)x14x15 − k6e6,

(31)

parameters update laws defined as:

Dβ â1 = −e1(x12 − x11), Dβ ĉ1 = −e2x12, Dβ b̂1 = e3x13,

Dβ â2 = e4x14, Dβ ê2 = e4x2
15, Dβ b̂2 = −e5x15,

Dβ k̂2 = e5x14x16, Dβ ĉ2 = e6x16, Dβm̂2 = −e6x15x14,

Dβ â3 = e1(y12 − y11)− e2y11, Dβ ĉ3 = e2(y11 + y12), Dβ b̂3 = −e3y13,

Dβ â4 = e4(y15 − y14), Dβ b̂4 = e5y14, Dβ ĉ4 = −e6y16.

(32)

According to the above theory, the Lyapunov function is designed as:

V(t) =
1
2

ε(t)Tε(t) +
1
2
‖ρ̂ − ρ‖2 +

1
2
‖ν̂ − ν‖2, (33)
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and using Equations (30)–(32) results

Dβv(t) ≤ −k1e2
1 − k2e2

2 − k3e2
3 − k4e2

4 − k5e2
5 − k6e2

6 < 0. (34)

Therefore, the stability condition of the error system based on Theorem 2 is obtained.
Assuming β = 0.995, the values of parameters for which the systems (25) and

(27) exhibits chaotic behaviour are taken as a1 = 36, c1 = 20, b1 = 3, a2 = 1, e2 = 1,
b2 = 2.5, k2 = 4, c2 = 5, m2 = 4, a3 = 35, c3 = 28, b3 = 3, a4 = 10, b4 = 28, c4 = 8

3 . The
initial estimated values of parameters are taken as â1 = 2, ĉ1 = 2, b̂1 = 2, â2 = 2, ê2 = 2,
b̂2 = 2, k̂2 = 2, ĉ2 = 2, m̂2 = 2, â3 = 2, ĉ3 = 2, b̂3 = 2, â4 = 2, b̂4 = 2, ĉ4 = 2, and the initial
states of the drive and response systems when parameters are not known are arbitrar-
ily chosen as x(0) = [0.2, 7.6, 1, 7, 11, 15]T and y(0) = [−3,−3, 5, 0.2, 0, 0.5]T . We assume
ki = 30(i = 1, 2, . . . , 6); dual synchronization of the systems (25) and (27) and the variation
of unknown parameters (32) are displayed in Figures 1 and 2. Figure 1a–f reveals the
dual synchronization errors, ei(i = 1, 2, . . . , 6) with time t. Figure 2a,b shows the change
of predicted values of parameters â1, ĉ1, b̂1, â2, ê2, b̂2, k̂2, ĉ2, m̂2 of drive systems (25) and
â3, ĉ3, b̂3, â4, b̂4, ĉ4 of response system (27).
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Figure 1. (a–f): Error vector between drive system (25) and response system (27).
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Figure 2. (a,b): Time response of estimated values of parameters â1, ĉ1, b̂1, â2, ê2, b̂2, k̂2, ĉ2, m̂2 of
drive systems (25) â3, ĉ3, b̂3, â4, b̂4, ĉ4 of response system (27).

4.2. Adaptive Dual Synchronization of Chen, Lorenz, Lü and Liu Hyperchaotic Systems

In order to demonstrate the universality of the proposed method, we apply the
proposed method to hyperchaotic systems. Similarly, we take the fractional Liu and Lü
hyperchaotic systems as the driving systems,
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

0Dβ
t x11(t) = a1(x12 − x11)− x14,

0Dβ
t x12(t) = −x11x13 − c1x12,

0Dβ
t x13(t) = x11x12 − b1x13,

0Dβ
t x14(t) = x11x13 − r1x14,

0Dβ
t x15(t) = a2(x16 − x15),

0Dβ
t x16(t) = b2x15 − k2x15x17 + x18,

0Dβ
t x17(t) = h2x2

15 − c2x17 + x18,

0Dβ
t x18(t) = −e2x16,

(35)

where a1, c1, b1, r1, a2, e2, b2, k2, c2, h2 are system unknown parameters and x1i(t), (i = 1, . . . , 8)
are the state vectors. When a1 = 36, b1 = 3, c1 = 12, r1 = −0.4 of the fractional-order
hyperchaotic Lü system parameters and 0.94 ≤ β ≤ 0.98, the attractor of the system is
hyperchaotic. When β = 0.96, the Lyapunov exponents of Lü are λ1 = 0.0023, λ2 = −0.202,
λ3 = 0.0104, λ4 = 0.0115 [32]. When a2 = 10, b2 = 40, k2 = 10, h2 = 4, c2 = 2.5, e2 = 2.5 of
the fractional-order hyperchaotic Liu system parameters and 0 ≤ β ≤ 1, the attractor of
the system is hyperchaotic. When β = 1, the Lyapunov exponents of Liu are λ1 = 1.6639,
λ2 = 0.0295, λ3 = −0.0274 and λ4 = −14.1566 [33].

The driver systems in the form of Equation (35) is given as follows:

Dβx(t) = f (x, t) + F(x(t))ρ, (36)

where f (x, t) = [−x14,−x11x13, x11x12, x11x13, 0, x18, x18, 0]T , ρ = [a1, c1, b1, r1, a2, b2, k2, h2,
c2, e2]

T ,

F(x(t)) =



(x12 − x11) 0 0 0 0 0 0 0 0 0
0 −x12 0 0 0 0 0 0 0 0
0 0 −x13 0 0 0 0 0 0 0
0 0 0 −x14 0 0 0 0 0 0
0 0 0 0 x16 − x15 0 0 0 0 0
0 0 0 0 0 x15 −x15x17 0 0 0
0 0 0 0 0 0 0 x2

15 −x17 0
0 0 0 0 0 0 0 0 0 x16


.

Chen and Lorenz hyperchaotic systems with controllers are taken as response systems:

0Dα
t y11(t) = a3(y12 − y11) + y14 + u1(t),

0Dα
t y12(t) = d3y11 − y11y13 + c3y12 + u2(t),

0Dα
t y13(t) = y11y12 − b3y13 + u3(t),

0Dα
t y14(t) = y12y13 + r3y14 + u4(t),

0Dα
t y15(t) = a4(y16 − y15) + y18 + u5(t),

0Dα
t y16(t) = c4y15 − y15y17 − y16 + u6(t),

0Dα
t y17(t) = y15y16 − b4y17 + u7(t),

0Dα
t y18(t) = −y16y17 + r4y18 + u8(t).

(37)

where a3, d3, c3, b3, r3, a4, c4, b4, r4 are system unknown parameters, y1i(t)(i = 1, . . . , 8) are
the state vectors. When the parameters of Chen hyperchaotic system are a3 = 35, b3 = 1,
c3 = 12, d3 = 3, r3 = 0.4, if 0.95 ≤ β ≤ 1, the attractor of the system is hyperchaotic.
When β = 0.97, the Lyapunov exponents of Chen are λ1 = 0.002, λ2 = −0.901, λ3 = 0.231,
λ4 = 0.0008 [32]. When the parameters of Lorenz hyperchaotic system are a4 = 10, b4 = 8

3 ,
c4 = 28, r4 = −1, if 0 ≤ β ≤ 1, the attractor of the system is hyperchaotic. When β = 1,



Mathematics 2022, 10, 470 11 of 16

the two positive Lyapunov exponents of Lorenz hyperchaotic system are λ1 = 0.3985,
λ2 = −0.2481 [34].

The response systems in the form of Equation (37) is given as follows:

Dβy(t) = g(y, t) + G(y(t))ν + U(t). (38)

where ν = [a3, d3, c3, b3, r3, a4, c4, b4, r4]
T , g(y, t) = [y14,−y11y13, y11y12, y12y13, y18,−y15y17

− y16, y15y16,−y16y17]
T , U(t) = [u1(t), u2(t), u3(t), u4(t), u5(t), u6(t), u7(t), u8(t)]T ,

G(y(t)) =



(y12 − y11) 0 0 0 0 0 0 0 0
0 y11 y12 0 0 0 0 0 0
0 0 0 −y13 0 0 0 0 0
0 0 0 0 y14 0 0 0 0
0 0 0 0 0 y16 − y15 0 0 0
0 0 0 0 0 0 y15 0 0
0 0 0 0 0 0 0 y17 0
0 0 0 0 0 0 0 0 y18


.

Suppose that e1 = y11 − x11, e2 = y12 − x12, e3 = y13 − x13, e4 = y14 − x14, e5 =
y15 − x15, e6 = y16 − x16, e7 = y17 − x17, and e8 = y18 − x18, so error dynamical system is
described by:

Dβe1(t) = a3(y12 − y11) + y14 − a1(x12 − x11) + x14 + u1(t),

Dβe2(t) = d3y11 − y11y13 + c3y12 + x11x13 + c1x12 + u2(t),

Dβe3(t) = y11y12 − b3y13 − x11x12 + b1x13 + u3(t),

Dβe4(t) = y12y13 + r3y14 − x11x13 + r1x14 + u4(t),

Dβe5(t) = a4(y16 − y15) + y18 − a2(x16 − x− 15) + u5(t),

Dβe6(t) = c4y15 − y15y17 − y16 − b2x15 + k2x15x17 − x18 + u6(t),

Dβe7(t) = y15y16 − b4y17 − h2x2
15 + c2x17 − x18 + u7(t),

Dβe8(t) = −y16y17 + r4y18 + e2x16 + u8(t).

(39)

Control function is defined as:

u1(t) = −x14 − y14 − â3(y12 − y11) + â1(x12 − x11)− k1e1,

u2(t) = −x11x13 + y11y13 − d̂3y11 − ĉ3y12 − ĉ1x12 − k2e2,

u3(t) = x11x12 − y11y12 + b̂3y13 − b̂1x13 − k3e3,

u4(t) = x11x13 − y12y13 − r̂3y14 − r̂1x14 − k4e4,

u5(t) = y18 − â4(y16 − y15) + â2(x16 − x15)− k5e5,

u6(t) = x18 + y16 + y15y17 − ĉ4y15 + b̂2x15 − k̂2x15x17 − k6e6,

u7(t) = x18 − y15y16 + b̂4y17 + ĥ2x2
15 − ĉ2x17 − k7e7,

u8(t) = y16y17 − r̂4y18 − ê2x16 − k8e8,

(40)

where r̂1, b̂1, ĉ1, â1, k̂2, b̂2, â2, ĥ2, ĉ2, ê2, b̂3, d̂3, ĉ3, â3, r̂3, â4, ĉ4, b̂4, r̂4 are estimated values for
r1, b1, c1, a1, k2, b2, a2, h2, c2, e2, b3, d3, c3, a3, r3, a4, c4, b4.
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The error dynamical system will be:

Dβe1(t) = (a3 − â3)(y12 − y11) + (â1 − a1)(x12 − x11)− k1e1,

Dβe2(t) = (c1 − ĉ1)x12 + (d3 − d̂3)y11 + (c3 − ĉ3)y12 − k2e2,

Dβe3(t) = (b̂3 − b3)y13 + (b1 − b̂1)x13 − k3e3,

Dβe4(t) = (r3 − r̂3)y14 + (r1 − r̂1)x14 − k4e4,

Dβe5(t) = (a4 − â4)(y16 − y15) + (â2 − a2)(x16 − x15)− k5e5,

Dβe6(t) = (c4 − ĉ4)y15 + (b̂2 − b2)x15 + (k2 − k̂2)x15x17 − k6e6,

Dβe7(t) = (b̂4 − b4)y17 + (ĥ2 − h2)x2
15 + (c2 − ĉ2)x17 − k7e7,

Dβe8(t) = (r4 − r̂4)y18 + (e2 − ê2)x16 − k8e8.

(41)

Parameters update laws are defined as:

Dβ â1 = −e1(x12 − x11), Dβ ĉ1 = e2x12, Dβ b̂1 = e3x13,

Dβ r̂1 = e4x14, Dβ â2 = −e5(x16 − x15), Dβ b̂2 = −e6x15,

Dβ k̂2 = e6x15x17, Dβ ĥ2 = −e7x2
15, Dβ ĉ2 = e7x17,

Dβ ê2 = e8x16, Dβ â3 = e1(y12 − y11), Dβd̂3 = e2y11,

Dβ ĉ3 = e2y12, Dβ b̂3 = −e3y13, Dβ r̂3 = e4y14,

Dβ â4 = e5(y16 − y15), Dβ ĉ4 = e6y15, Dβ b̂4 = −e7y17,

Dβ r̂4 = e8y18.

(42)

The Lyapunov function is designed as:

V(t) =
1
2

ε(t)Tε(t) +
1
2
‖ρ̂ − ρ‖2 +

1
2
‖ν̂ − ν‖2, (43)

and the results of Equations (40)–(42) are applied:

Dβv(t) ≤ −k1e2
1 − k2e2

2 − k3e2
3 − k4e2

4 − k5e2
5 − k6e2

6 − k7e2
7 − k8e2

8 < 0. (44)

Therefore, the stability condition of the error system based on Theorem 2 is obtained.
For simulation, assuming β = 0.95, the values of parameters for which the systems

(35) and (37) exhibit chaotic behaviour are taken as a1 = 36, c1 = 12, b1 = 3, r1 = − 0.4,
a2 = 10, b2 = 40, k2 = 2.5, h2 = 4, c2 = 2.5, e2 = 2.5, a3 = 35, c3 = 12, b3 = 3,
d3 = 7, r3 = 0.5, a4 = 10, b4 = 8

3 , c4 = 28, r4 = −1. The initial estimated values of
parameters are taken as â1 = 0, ĉ1 = 0, b̂1 = 0, r̂1 = 0, â2 = 0, b̂2 = 0, k̂2 = 0, ĥ2 = 0, ĉ2 = 0,
ê2 = 0, â3 = 0, d̂3 = 0, ĉ3 = 0, b̂3 = 0, r̂3 = 0, â4 = 0, ĉ4 = 0, b̂4 = 0, r̂4 = 0, and the initial
states of the drive and response systems when parameters are not known are arbitrarily
chosen as x(0) = [0.2, 7.6, 1, 7, 11, 15,−3,−3]T and y(0) = [5, 0.2, 0, 0.5, 2, 1,−1, 5]T . We
consider ki = 30(i = 1, 2, . . . , 8); dual synchronization of the systems (35) and (37) and
the variation of unknown parameters (42) are displayed in Figures 3 and 4. Figure 3a–h
reveals the dual synchronization errors ei, (i = 1, 2, . . . , 8) with time t. Figure 3a,b shows
the change of parameters’s predicted values â1, ĉ1, b̂1, r̂1, â2, b̂2, k̂2, ĥ2, ĉ2, ê2 of drive systems
(35) and â3, d̂3, ĉ3, b̂3, r̂3, â4, ĉ4, b̂4, r̂4 of response system (37).
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Figure 3. (a–h): Error signals between drive system (35) and response system (37).

0 1 2 3 4 5 6 7

-60

-40

-20

0

20

40

60

80

(a)

0 1 2 3 4 5 6 7

-5

0

5

10

15

(b)

Figure 4. (a,b): Time response of estimated values of parameters â1, ĉ1, b̂1, r̂1, â2, b̂2, k̂2, ĥ2, ĉ2, ê2 of
drive systems (35) â3, d̂3, ĉ3, b̂3, r̂3, â4, ĉ4, b̂4, r̂4 of response system (37).

5. Conclusions

Compared with the dual synchronization of most integer-order chaotic systems, an
adaptive dual synchronization with unknown fractional order parameters is proposed in
this paper. Based on Lyapunov stability theory, the adaptive controller (19) and adaptive
law (20) are designed to realize the dual synchronization of two pairs of systems. Finally,
two numerical simulation examples verify the effectiveness of the proposed method. Based
on this research, we can consider the dual synchronization of fractional-order chaotic
systems with interference in future research. In addition, we can also consider extending to
chaotic system networks (n > 2) and to less regular synchronization regimes, such as multi-
clustering [35] and synchronization of a group of nodes [36], that is, the synchronization
of multiple systems. Of course, there is still room for further thinking about follow-up
research.
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