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Abstract: DC microgrid (DCMG) is a promising technology for integrating distributed resources,
such as solar generation and energy storage devices, that are intrinsically DC. Recently, model
predictive control (MPC) is one of the control techniques that has been widely used in microgrid
applications due to its advantages, such as transient response and flexibility to nonlinearity inclusion.
MPC applications can be centralized, distributed, or decentralized based on the communication
architecture. A major disadvantage of the centralized model predictive control (CMPC) is the high
computational effort. This paper proposes a CMPC for DCMG stabilization that uses the admittance
matrix of a reduced DCMG in the prediction equation and the one-step prediction horizon to decrease
the computational effort. The proposed CMPC also replaces the hierarchical architecture primary
and secondary controls, achieving voltage or power regulation. A hardware-in-the-loop (HIL) tool,
known as RT-Box 2, has been used to emulate an 8-node DC microgrid with versatile buck–boost
converters at the supply and power consumption nodes. The proposed predictive control exhibited
better performance in comparison with the averaged voltage control in the HIL experiments.

Keywords: centralized communication; DC microgrids; hierarchical control architecture; model
predictive control

MSC: 93C95

1. Introduction

A DC microgrid (DCMG) is a promising solution for integrating renewable resources
at a low scale [1] and powering electric vehicles, spacecraft, ships, submarines, and telecom-
munication systems [2–4]. Most distributed energy resources (DER) and energy storage
devices are inherently DC, therein the importance of DCMGs in modern systems [5,6].
Another important factor is the increasing use of DC-loads in residential and commercial
areas [7]. These loads include lighting systems, computers, servers, data centers, battery
chargers, and variable speed drives for heating, ventilation, and air conditioning. Elec-
tric vehicles and their charging stations are also DC-loads that may be integrated into a
DCMG [8].

A DCMG can operate standalone, or exchange power with the AC distribution sys-
tem [9]. Regardless of the operation mode, it must operate with high efficiency, stability,
and safety standards. Therefore, a specialized control must be designed to achieve these
standards. Several control objectives are achievable: voltage regulation, power control, load
sharing, loss reduction, energy management, and cost minimization [10]. A hierarchical
scheme of three levels is typically adopted to achieve one or several of these objectives [11].

Mathematics 2022, 10, 3384. https://doi.org/10.3390/math10183384 https://www.mdpi.com/journal/mathematics

https://doi.org/10.3390/math10183384
https://doi.org/10.3390/math10183384
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/mathematics
https://www.mdpi.com
https://orcid.org/0000-0003-3291-7625
https://orcid.org/0000-0002-5176-7434
https://orcid.org/0000-0001-7205-9907
https://orcid.org/0000-0001-6496-0594
https://doi.org/10.3390/math10183384
https://www.mdpi.com/journal/mathematics
https://www.mdpi.com/article/10.3390/math10183384?type=check_update&version=1


Mathematics 2022, 10, 3384 2 of 21

The primary control stabilizes the system at a given operating point, while the secondary
control brings the system to the nominal voltage, and the tertiary control achieves eco-
nomic dispatch. The primary control is decentralized using a droop in power electronic
converter [12]. The secondary controller can be centralized, distributed, or decentralized
according to its communication links. Generally, centralized and distributed controls re-
quire some communication infrastructure [13]. Tertiary control is usually an optimization
algorithm that minimizes costs or power loss [14].

Nowadays, model predictive control (MPC) is a popular control strategy, especially
in power electronics [15]. MPC uses a mathematical model to predict the system’s future
behavior in a predefined horizon and select the optima actuation by minimizing a cost
function at each sampling step [16]. MPC has outstanding advantages such as fast transient
response, flexibility, easy implementation of multiple objectives, and control restrictions
for linear and non-linear systems [17,18]. A significant advantage of MPC is that the
predicted system outputs may reduce the measurements simplifying the hardware in the
implementation stage. Meanwhile, the main disadvantage is the computational complexity
when the prediction horizon is high [19].

According to the mathematical model and communication infrastructure, MPC can
be centralized, distributed, or decentralized. Distributed and decentralized approaches
are helpful to reduce the computational effort [19]. Decentralized controls regulate the
voltage at the point of common coupling (PCC) in a scalable and reliable way without
communications with other DER [20]. The inclusion of the power converter model in
the MPC formulation allows for replacing inner loops and droop control. A decentral-
ized MPC is a suitable solution for the constant power load instability problem [21]. In
contrast to decentralized approaches, distributed methods require some communication
links. Distributed-MPC requires local measurements and predicted information from its
neighbors [22]. MPC execution results in a suboptimal solution in decentralized and dis-
tributed strategies since only partial information is available. Instead, an optimal solution
can be obtained when all the information is available, as it happens in centralized MPC
(CMPC) [23].

There are few publications about CMPC in DCMG. Some works present CMPC con-
trollers that act at the top level of the hierarchical control structure, not requiring a DCMG
electrical circuit. For example, the optimal operation of some interconnected microgrids is
studied in [23,24], while a CMPC that determines optimal load profiles for electric vehicles
is presented in [25]. In the literature, MPC is usually limited to the control of only one
DER [26]. In these applications, the control takes into account the model of the power
converters that regulate the power exchange between microgrid components. Higher DERs,
loads, and the number of storage elements increase the mathematical model complexity.
The computational effort reduction is a huge challenge in CMPC.

In the proposed controller in this paper, the high computational effort of predictive
controllers is approached in two ways. The first one consists of the mathematical model
simplification that is used in the prediction. In the model, a microgrid admittance matrix is
used, which is reduced only to those nodes where variable power is injected or absorbed.
The other way to reduce computation time is to use a one-step prediction horizon. Regard-
ing the control strategy, this work proposes a CMPC to replace the primary and secondary
control of the hierarchical control architecture by a single control strategy. This feature is
a novelty since the typical case is to use independent controllers: a droop control on the
primary level and a typical control of the secondary level [27]. Additionally, the dynamic
model of the DCMG allows to control both voltage and power, prioritizing the variable to
control by adjusting a weighting factor.

An additional feature of this work is the validation of the controller on a hardware-in-
the-loop (HIL) platform. Usually, the results of the controller’s performance at primary and
secondary levels in DCMGs are presented only at simulation level. HIL experimentation
has been positioned as a significant step in the controllers design for complex systems
prior to their implementation in test systems [28]. A HIL tool is used to emulate the
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proposed DCMG. Several versatile buck–boost converters are used as an interface to
transfer power at the supply and power consumption nodes, which increases the power
access and control capability in this DCMG. The versatile buck–boost converter has been
presented for different applications, such as fuel cell hybrid power [29,30], automotive
traction applications [31], and is proposed as a power electronic building block in [32].

The motivation for this research is the potential that DC microgrids have in integrating
renewable energies and the increase in loads that demand energy directly in DC. The
scientific community’s interest in the study of DC microgrids and the application number
is also increasing. This work proposes a new control strategy for DCMG. The main
contributions of this paper are as follows:

• A mathematical model simplification for the microgrid is developed in which the
admittance matrix is reduced, decreasing the computational effort.

• A single control strategy is developed based on CMPC, which is specialized in re-
placing the primary and secondary control of the hierarchical control architecture,
allowing control of both voltage and power.

• Finally, the use of the same power electronics converter for the interface between the
supply and power consumption node is proposed; this technology is the versatile
buck–boost converter (VBCC). The VBBC is characterized by high efficiency; variables
are easily controllable and can support uni- or bi-directional power flow without
hardware modifications. These features make the VBBC suitable for the application.

This paper is organized as follows: Section 2 presents the DCMG model and the
controller design. The test model description is presented in Section 3. After, experimental
results are shown in Section 4, followed by conclusions in Section 5.

2. DC Microgrid and Control Law
2.1. DC Microgrid Modeling

Figure 1 shows a general representation of a DCMG that integrates renewable and
conventional generation, as well as energy storage systems (ESS) and different types of
loads. The DCMG can connect to the AC grid to supply or absorb power. Power convert-
ers connect sources, loads, and energy storage units to the DC bus. Each node can be
represented by a power source (pn) in parallel with a capacitor (cn) and admittance (gn),
as shown in Figure 2a. The power source represents the supply or power consumption.
The capacitor represents the capacitive effect of the connecting cables and the equivalent
capacitance of the converter that connects the node to the DC bus, and the admittance
represents losses.

For analysis purposes, it is convenient to obtain a reduced model of the DCMG limited
to those nodes of variable power where there are power electronics converters capable of
stabilizing the microgrid after any change in the operating conditions. The admittance
matrix reduction is carried out by applying the Kron reduction, a standard tool in the
electrical systems community. For analysis purposes, it is convenient to obtain a reduced
model of the DCMG limited to those nodes of variable power where there are power
electronics converters capable of stabilizing the microgrid after any change in the operating
conditions. From the point of view of circuit theory, a lower-dimensional electrically-
equivalent circuit is obtained [33]. The Kron procedure eliminates the nodes of constant
power, as described in [34]. The result of the reduction is an equivalent admittance matrix
(G) that implicitly has the characteristics of the original topology. This matrix considers all
the resistive effects of the DCMG, including node and line admittances. Then, each model
node in the equivalent DCMG can be reduced to a source and a capacitor, as shown in
Figure 2b. The dynamic model of node n in Figure 2b is obtained by applying Kirchhoff’s
Current law, as given in (1), where vn is the voltage of node n voltage and in is the current
injected to the microgrid from the node n. As in depends on the line admittances and the
node voltages, (1) can be rewritten as (2). In this equation, M is the total number of nodes
of the equivalent DCMG, gnm is the admittance joining node n to node m, and vm is the
voltage of node m.
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Figure 1. General topology of a DCMG.
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Figure 2. Model of a node in the DCMG: (a) general model, (b) equivalent model.
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Equation (2) can be represented in matrix form as follows,

dV
dt

= C−1
((

diag(V−1)
)

P− GV
)

, (3)

where V is the node voltages vector, C is the capacitance matrix, P is a vector with the value
of the controlled power by each DC–DC converter, and G is the nodal admittance matrix.

The matrix diag(V−1) denotes the diagonal matrix of
1
V

.

2.2. Model Predictive Control

MPC uses physical system information to predict future evolution and evaluates a
suitable cost function. The control signal for the next interval is defined by that sequence
which minimizes future error in the output. The prediction is realized using the mathemati-
cal model of the dynamic system. The control output is updated at each sampling instant
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with corrections based on the new information. The main stages of the MPC methodology
are shown in Figure 3.

Measure

Prediction

Optimization

Physical 
System

Figure 3. Main stages of MPC algorithm.

Prediction of the system future outputs is made using a prediction horizon. For a
prediction horizon N, the future outputs yk for k = 1 . . . N are predicted from known values
and future control signals uk for k = 1 . . . N − 1. The control signals are calculated through
an optimization process that minimizes the future output error.

2.3. Controller Design

A conventional MPC requires a high computational cost that depends on the prediction
horizon. This research aims to design a controller with low computational effort and
minimum response time. The deadbeat control is a particular case of the MPC, which is
characterized by eliminating the error in the next sampling time. The deadbeat control
satisfies the design criteria optimally. The controller model presented in (4) is obtained
through the discretization of the dynamic model given in (3). k is the current time instant.

dVk
dt

= C−1(diag(V−1
k )

)
Pk − C−1GVk. (4)

The discrete derivative for the sampling time Ts can be expressed as in (5). Substitut-
ing (5) in (4) results in (6), which is the prediction equation for V.

dVk
dt

=
Vk+1 −Vk

Ts
. (5)

Vk+1 = (I − TsC−1G)Vk + TsC−1(diag(V−1
k )

)
Pk. (6)

Considering definitions (7) and (8), (6) can be rewritten as (9). This equation is equiva-
lent to the state variable representation. It can be noted that it is a non-linear model.

A = I − TsC−1G. (7)

R = TsC−1(diag(V−1
k )

)
. (8)

Vk+1 = AVk + RPk. (9)

The next step is to define the cost function J. The proposed cost function is shown
in (10). This function is a quadratic expression that depends on V and P. V̄ and P̄ are the
reference values of V and P. Note also that there are two weighting diagonal matrices Q
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and S in the cost function, whose purpose is to give priority to V or P, respectively. Q and
S are positive definite matrices. Substituting (9) in (10), Equation (11) is obtained.

J =
1
2
(Vk+1 −V)Q(Vk+1 −V) +

1
2
(Pk − P)S(Pk − P). (10)

J =
1
2
(AVk + RPk −V)Q(AVk + RPk −V) +

1
2
(Pk − P)S(Pk − P). (11)

Equation (12) is obtained by differentiating, with respect to Pk, the cost function in (11).

RQ(AVk + RPk −V) + S(Pk − P) = 0. (12)

Finally, Pk that minimizes the cost function in one-step is given by:

Pk = −(RQR + S)−1(RQAVk − RQV − SP), (13)

where Q = (1− α)(diag
(
1/V2

)
)

and S = α(diag
(
1/P2

)
)
, being α a weighting factor that

must be adjusted to minimize voltage or power tracking. Note that the condition 0 < α < 1
is satisfied.

3. Test Model

This section first describes the test model used to validate the proposed controller. The
test model consists of an 8-node DCMG that integrates elements such as loads, sources,
and ESS, which are connected to a DC bus through DC–DC converters. Second, the control
scheme is described by focusing on the study case.

3.1. Proposed DCMG

The proposed DCMG for experimental validation of the control algorithm is shown in
Figure 4. The test system corresponds with an 8-node microgrid that can operate connected
to a grid or in islanded mode [34]. The microgrid study in this article corresponds to an
off-grid system based on 2000 W photovoltaic installed capacity and an energy storage
unit with one day of autonomy. The energy processing can provide electricity to two
loads of constant power, and one of variable power, whose power rating values are shown
in Table 1. Electrical wires are sized according to the maximum power, and the DC-bus
voltage reference. Two electrical wire types are used: (i) AWG 12, 25 A, 5.2 Ω/km, and
(ii) AWG 8, 50 A, 2.1 Ω/km. The parameters of the connection lines between nodes are
listed in Table 2, where the resistance value per length unit depends on the wire gauge. The
microgrid elements are located as shown in Figure 4:

• Source: photovoltaic solar system connected at node 3.
• Loads: one controlled DC-load connected in node 5 and constant power loads (CPLs)

in nodes 2 and 8.
• Energy storage system: 48 V battery connected at node 7.
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Figure 4. Proposed DCMG for experimental validation.

Table 1. The load’s rated values.

Node Description Power

2 Constant power load 300 W
5 Controlled load Pmax. 1000 W
8 Constant power load 500 W

Table 2. Parameters of the connection lines between nodes.

Node Node Resistance Length
From to (Ω/km) (m)

1 2 2.1 10
2 3 2.1 25
1 4 2.1 5
4 5 5.21 22
4 6 2.1 8
6 7 2.1 20
6 8 5.21 16

Intermediate nodes are eliminated to simplify the mathematical model of the DCMG,
and constant power terminal nodes are also reduced using the Kron procedure. Thus, the
grid is reduced to a 3-node system that includes power electronic converters (nodes 3, 5,
and 7), as shown in Figure 5. The equivalent matrix G of the reduced DCMG is:

G =

 8.1924 −2.7410 −5.3295
−2.7410 6.7106 −3.9158
−5.3295 −3.9158 9.4106

. (14)

3.2. DC–DC Power Converters

The connection of the microgrid elements to the DC bus is carried out using DC–DC
converters that execute the control laws to guarantee stability. Classical buck, boost, and
buck–boost converters have been widely used in DCMG. Buck and boost topologies can
only step down or step up voltage, respectively. In contradistinction, buck–boost topology
can perform both buck or boost functions, suitable for DC voltage regulation applications
in intermediate values.
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Figure 5. Reduced test model and general control scheme.

Unidirectional converters are classic components in DCMG often used for connecting
DER and loads to DC bus. On the other hand, bidirectional converters have received much
attention due to the ESS, which may deliver or store power. ESS provides greater flexibility
to the DCMG operation. It is recommended to connect the ESS to the DC bus through
bidirectional DC–DC converters to avoid inrush current, fluctuations in the DC-bus voltage,
and the loss of ESS lifetime [8]. Another situation where bidirectional converters are
required is the connecting of microgrids with different bus voltage levels [35].

For the connection of variable power nodes with the DC bus, the non-inverting buck–
boost converter of coupled inductors was used, known in the literature as a versatile
buck–boost converter (VBBC) due to its outstanding characteristics. This converter was
initially presented in the literature in [36]. The VBBC is also characterized by its large
bandwidth and non-pulsating currents at the input and output. This converter is ideal for
stabilizing DCMG because it allows controlling both currents and voltages at the input or
output [37]. These characteristics become the VBBC in a building block that can connect
both sources and loads to the DC bus. The VBBC can operate in both boost and buck mode.
One of the main power MOSFETs (Q1, Q2) switches to high frequency while the other is
opened or closed. In boost, Q1 switches and Q2 is closed, while in buck, Q2 switches and
Q1 is in the open state. The secondary MOSFETs Q3 and Q4 operate in complementary
states to the MOSFETs Q1 and Q2.

The possible power circuits of the VBBC are shown in Figure 6. In the VBBC topology,
there is an inductor that can be located at the output (Figure 6a) or the converter input
(Figure 6b), according to the control requirements. In the source nodes, the inductor acts as
an output filter to reduce the current ripple injected into the DC bus, while the inductor as



Mathematics 2022, 10, 3384 9 of 21

an input filter is useful in the load nodes to reduce the absorbed current ripple from the bus.
The VBBC components are: Rd = 0.5 Ω, C = 200 µF, Cd = 100 µF, Ci = 20 µF, L = 47 µH,
and Lm = 12 µH. Information about the design of the VBBC converter can be found in [37].

SL SH

SL SH

(b)

(a)

Figure 6. Power circuit VBBC with: (a) output filter, (b) input filter.

It can be noticed in Figure 6 that the subscripts g and o refer to variables at the converter
input and output port, respectively. This notation will be used in future figures.

3.3. CMPC Applied at Test Model

To decrease the computational effort in the control law implementation, the 8-node
DCMG was reduced to a 3-node DCMG. The reduced DCMG is shown in Figure 5. The
nodes that remain in the equivalent DCMG are: (i) node 3 (source), (ii) node 5 (variable
load), and (iii) node 7 (energy storage).

If it is considered an initial condition where the battery connected to node 7 has
been previously charged, nodes 3 and 7 can be designated as source nodes. Therefore,
elements in nodes 3 and 7 are connected to the DC bus through a VBBC converter with
an output filter (see Figure 6a) that regulates supplied power. On the other hand, node 7
can be designated as a load node, and the element in node 7 is connected to the DC
bus through a VBBC converter with an input filter (Figure 6b) to regulate the absorbed
power. Controlled variables at source and load nodes are those at the converter port
connected to the DC bus, as shown in Figure 5. This figure also describes the general control
scheme regulating voltage and power in nodes 3, 5, and 7. The tertiary control sets the
references of the controllers below in the hierarchical control structure. The proposed
CMPC develops secondary and primary controls. In addition, a local control based on a
proportional–integral (PI) control sets the switching signals of the VBBC. The PI parameters
are kp = 0.0325 and Ti = 0.0009.

3.4. Local Control of CPLs

CPLs belong to load nodes, then the controlled variables are at the converter input
port, as shown in Figure 7. This figure also describes the proposed local control for power
regulation. It consists of a droop control in cascade with a classic double-loop control (inner
current loop and outer voltage loop).
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Figure 7. Local control for power regulation in CPLs.

The droop control defines the operation region of the point (p,v) as shown in Figure 7.
The droop control is completely defined by the slope (rd) of the straight line that relates to
both variables. rd is known as droop constant and is given by (15).

The CPL controller parameters are listed in Table 3. Further, x in Figure 7 is the
corresponding node, fulfilling that x ∈ {2, 8}.

rd =
∆v
∆p

=
vnom − vmin
pmax − pnom

(15)

Table 3. Local controller parameters of CPLs.

Loop Constant Value

Droop rd −0.04
Voltage kp 0.75

Ti 0.0004
Current kp 0.0325

Ti 0.0009

4. Results

The proposed controller has been validated using hardware-in-the-loop (HIL). HIL
tools have become very popular in the controller design and validation stages. HIL can
emulate parts of the test system such as controllers, power converters, or the power systems
where the converters are integrated [38]. This reason makes HIL tools especially useful in
microgrid applications. The experimental setup based on HIL is shown in Figure 8.

The experimental results show the evolution of the voltages, currents, and powers in
the nodes of the reduced DCMG (nodes 3, 5, and 7) from a null initial condition to a steady-
state condition. The reference voltage remains fixed at 48 V, and the power references
change from an initial to a final one dataset defined as Test1 and Test2, which are listed in
Table 4. It is essential to mention that the sign convention used for current and power is a
positive sign for sources and a negative sign for loads. Moreover, the sampling period (Ts)
is 40 µs.
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a
bc

d e

Figure 8. Experimental setup based on HIL: (a) PLECS RT-Box 2, (b) RT-Box digital breakout board,
(c) RT-Box analog breakout board, (d) oscilloscope, (e) laptop for programming the RT-Box 2.

Additionally, the proposed MPC controller performance is compared with the average
voltage control.

Table 4. Active power references in Watts (W).

Node Test1 Test2

3 800 700
5 −900 −300
7 1000 500

4.1. Model Predictive Control

The weighting factor α must be conveniently defined to apply the proposed control
law (Equation (13)). α allows the controller to prioritize between voltage or power tracking.
Figure 9a,b show the root mean square error (RMSE) of voltage and power tracking as a
function of the factor α. The power references in Figure 9a,b are, respectively, the sets Test1
and Test2, while the DC-bus voltage reference is 48 V in both cases. Figure 9a,b show that
α, which minimizes the power RMSE for Test1 and Test2, are 0.16 and 0.09, while α = 0
minimizes the voltage tracking.
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Figure 9. Voltage and power tracking RMSE for 48 V and power references: (a) Test1, (b) Test2.

4.2. Average Voltage Control (AVC)

The average voltage, operating in conjunction with a droop control, is proposed to
compare the predictive controller. The average voltage is a distributed secondary technique
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of the hierarchical control scheme. Droop control is a classic control at the primary level.
It is a proportional controller, so it operates with a steady-state error. The droop control
response is modified by the AVC technique to reduce the steady-state error. Each converter
measures its voltage and then communicates it with the other converters to modify this gain.
Thus, every converter, or most of them, will have the measured voltage of its neighbors.
Then, using the global average of these voltages, each converter computes its control signal,
modifying the droop gain. Finally, the globally average voltage of the converters will follow
the bus voltage reference. The block diagram of the joint operation of both techniques is
shown in Figure 10. The controller parameters are: ki = 100 and rd = −0.04.

PI

Secundary Controller Primary Controller

+ +

Figure 10. Average voltage control scheme.

4.3. Results and Comparison

Experimental results are shown in Figures 11–15. The first test evaluates the controller
performance to a power reference change. Figures 11 and 12 show results from CMPC
and AVC, respectively. In both cases, the nodes’ voltage, current and power responses are
shown for a reference change from dataset Test1 to Test2. The average results are shown
in Tables 5–7. Waveforms in Figures 11 and 12 depict that both controllers exhibit similar
behavior in steady-state. The average powers obtained by the controllers for each reference,
which are listed in Table 7, show that the CMPC performs a better power tracking. This
observation is based on the errors (RMSE) listed in Table 7, where it can be seen that
the maximum errors of the CMPC and the AVC control are 1.5% and 5.6%, respectively.
Regarding the transient responses, the CMPC exhibits a shorter settling time, while the
AVC shows a higher overshoot in conjunction with a high-frequency oscillatory component.
In addition, the waveforms obtained by applying CMPC present a uniform ripple, while
the responses of AVC present a non-uniform ripple and high noise content.

The next test shows a comparison between the proposed CMPC and the AVC. This
test achieves the power references defined by the dataset of Test1, starting from null initial
conditions. The start-up voltage, current and power responses in nodes 3, 5, and 7 are
shown in Figure 13 for CMPC, and Figure 14 for AVC. Figure 13c shows how the proposed
CMPC rapidly follows the given power references without overshoot, while the AVC
presents a damped response and a longer settling time, as shown in Figure 14c. The settling
time of the CMPC and AVC are 4 ms and 60 ms, respectively.

In general, the good dynamic response of the proposed CMPC is validated both at
start-up and the reference change. The controller reaches the reference without overshoot
and in a minimum time in both cases. On the other hand, the AVC controller presents a
damped behavior in transitions. This behavior depends on the internal PI controller-tuning
of the AVC. Then, adjusting the PI constants can achieve a balance between settling time
and overshoot.
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(a)

(b)

(c)

Figure 11. Performance of the model predictive control proposed to a power reference change: (a)
voltage (10.0 V/div), (b) current (10.0 A/div), (c) power (10.0 W/div). Time base of 50 ms/div and
DC coupling.
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(a)

(b)

(c)

Figure 12. Performance of the average voltage control to a power reference change: (a) voltage
(10.0 V/div), (b) current (10.0 A/div), (c) power (10.0 W/div). Time base of 50 ms/div and DC coupling.
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(a)

(b)

(c)

Figure 13. Model predictive control start-up responses: (a) voltage (10.0 V/div), (b) current
(10.0 A/div), (c) power (10.0 W/div). Time base of 20 ms/div and DC coupling.
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(a)

(b)

(c)

Figure 14. Average voltage control start-up responses: (a) voltage (10.0 V/div), (b) current
(10.0 A/div), (c) power (10.0 W/div). Time base of 20 ms/div and DC coupling.
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L L2 8

(a)

L L2 8

(b)

Figure 15. Currents waveform in CPLs at nodes 2 and 8 under power sudden change: (a) timebase
100 ms/div, (b) timebase 10 ms/div. (10.0 A/div).

Table 5. Average voltage results in volts (V) for CMPC and AVC controllers.

Node CMPC AVC
Test1 Test2 Test1 Test2

3 50.6 50.4 49.3 48.7
5 47.3 48.7 45.6 47.0
7 50.4 49.8 49.1 48.2

Table 6. Average current results in amperes (A) for CMPC and AVC controllers.

Node CMPC AVC
Test1 Test2 Test1 Test2

3 16.0 13.7 16.9 13.3
5 −18.5 −6.5 −21.6 −6.8
7 19.8 10.1 21.1 9.6
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Table 7. Average power results in watts (W) for CMPC and AVC controllers.

Node CMPC AVC
Test1 Test2 Test1 Test2

3 807 689 834 650
5 −875 −317 −984 −318
7 999 501 1037 464

RMSE (%) 1.5 1.2 5.6 3.7

The controller performance in nodes 3, 5, and 7 was shown in the previous results,
where VBBCs act to stabilize the microgrid according to the proposed predictive controller.
In addition, there are constant power loads connected to nodes 2 and 8, where there are
also VBBC that regulate the power regardless of the microgrid operation conditions. Thus,
the sudden power change that occurs at 0.25 s is detected by the converters connected at
nodes 2 and 8 to continue supplying the load with constant power. The current waveforms
supplied by the converters to the load at nodes 2 and 8 during the sudden power change
are shown in Figure 15. The timebase in Figure 15a,b are 100 ms/div and 10 ms/div,
respectively. These figures show load current results before and after the sudden change
that occur in 0.25 s. It can be noticed how each converter detects this change and stabilizes
the constant power load current.

5. Conclusions

This paper proposes a CMPC of low computational effort that can achieve voltage
or power regulation for DCMG stabilization. The prediction model is a matrix expression
as a function of DCMG admittance. The admittance matrix is reduced to those DCMG
nodes in which power is supplied or absorbed. The matrix model reduction and the
one-step prediction horizon decrease the computational effort. The VBBC converter is
proposed in this paper as the DC–DC stage for the supply and DC loads interconnection.
The proposed CMPC and DCMG, using the VBBC converter, have been validated in an
experimental setup based on HIL and compared with the AVC. Waveforms and numerical
results demonstrate that the CMPC presents an excellent dynamic response and stable
behavior. The CMPC performance is higher in start-up and power reference change
tests, achieving settling times lower than 4 ms. The proposed controller is a generalized
procedure that can be extended to larger DCMG independent of the converters used for
the DC–DC conversion. Futures works will consider distributed control of the proposed
predictive control using proximal algorithms and study the communication effects on the
microgrid stability and performance.
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Abbreviations
The following abbreviations are used in this manuscript:

AVC Average Voltage Control.
CMPC Centralized Model Predictive Control.
CPLs Constant Power Loads.
DCMG DC Microgrid.
DER Distributed Energy Resources.
ESS Energy Storage Systems.
HIL Hardware-In-The-Loop.
MPC Model Predictive Control.
PCC Point of Common Coupling.
PI Proportional–Integral.
VBBC Versatile Buck–Boost Converter.

Nomenclature

α weighting factor.
A intermediate matrix result.
cn n-node capacitor.
C capacitance matrix.
gn n-node admittance.
gnm admittance joining node n to node m.
G nodal admittance matrix.
in n-node current.
I identity matrix.
J cost function.
k current time instant.
M total number of nodes.
n n-node.
N prediction horizon.
P controlled power vector.
P̄ reference value of P.
pn power source.
Q definite matrix.
R intermediate matrix result.
S definite matrix.
Ts sampling time.
V node voltages vector.
V̄ reference value of V.
u control signal.
vn n-node voltage.
vm m-node voltage.
y future output.
C−1 inverse matrix.
d
dt differentiation with respect to time.
diag(V) diagonal matrix of V.
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