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Abstract: In order to improve the control of a moving mirror control system and enhance the
anti-interference ability of the system, active disturbance rejection control (ADRC) with parameter
autotuning is proposed and applied to control a rotary voice coil motor (RVCM). Improved snake
optimization (I-SO) was applied to tune and optimize ADRC’s key parameters. To obtain excellent
parameters efficiently, in the population initialization phase of SO, the quality and diversity of initial
solutions were improved through a chaotic elite opposition learning algorithm. In the local search
phase, a sine and cosine (SC) search mode was introduced to enhance the local search ability of SO.
The simulation results show that I-SO can effectively find the ideal parameters. I-SO has excellent
search capability and stability. The experimental control system of a moving mirror was established,
and the effectiveness of the parameters optimized by I-SO was verified. ADRC with parameter
autotuning showed excellent control in the moving mirror control system, and the stability of the
optical path scanning speed reached 99.2%.

Keywords: active disturbance rejection control; rotary voice coil motor; snake optimization; parameter
autotuning; chaotic elite opposition learning; sine and cosine search mode

1. Introduction

As the core component of the Fourier-transform infrared spectrometer (FTIR), the
Michelson interferometer generates an optical path difference by means of a moving mir-
ror [1]. Therefore, the control accuracy of the moving mirror control system determines the
performance of the FTIR [2]. Today, swing-arm interferometers have the advantage of high
stability and are widely used in FTIR [3]. Moving mirrors of swing-arm interferometers are
mostly driven by rotary voice coil motors (RVCMs). RVCMs are special motors that only
work in a limited angle range, and they are commonly used for reciprocating drives with
small inertial load [4]. Compared with traditional motors, RVCMs have the exceptional ad-
vantages of small dimensions, high accuracy, large thrust, and fast response [5]. Therefore,
RVCMs are widely used in the industrial, aerospace, and precision instrument fields [6–9].

However, in RVCM-based control systems, external disturbances act directly on the
motor. External random disturbances (such as vibration disturbances) are not considered
in the mechanical balance equation of the model, and parameter perturbations are not
considered in the electrical balance equation. These disturbances and parameters change
as the system runs for a long time and is affected by factors such as temperature, de-
vice aging, and working environment [10]. These uncertainties lead to poor robustness
and weak anti-interference ability of the control system. In recent years, with the rapid
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development of control theory, some advanced control methods have been proposed to
improve the performance of VCM-based control systems, such as the control method with
a disturbance observer [11], a position estimator [12], adaptive control [13,14], sliding
mode control [15–17], active disturbance rejection control (ADRC) [18], and other advanced
control technologies.

ADRC is a nonlinear control method that does not depend on the precise mathematical
model of the controlled object. It can estimate the total disturbance of the system in real
time and then compensate the system to improve its anti-interference ability [19]. At
present, ADRC is widely used in the field of motor control. In [20], it is verified that ADRC
can effectively observe the bounded time-varying disturbance of voice coil motor control
systems. In [21], linear ADRC is used to reduce the calculation load of the controller and is
suitable for real-time control systems. In [22], improved ADRC applied to high-precision
positioning workbench is proposed, which effectively improves the positioning accuracy
and robustness of the system. The majority of the above ADRC studies focus on the
controller’s structure rather than how to adjust its parameters, which limits the promotion
and application of ADRC to a certain extent.

Conventional ADRC has many parameters, and each parameter directly and signif-
icantly affects the controller’s performance. To fully exploit the advantages of ADRC,
its parameters must be properly adjusted. The manual adjustment of ADRC parameters
requires the expertise of engineers, which is time-consuming and labor-intensive, so it is
difficult to achieve ideal control. Second, the range of ADRC parameters varies as a result
of the various controlled objects. Manual adjustment is not conducive to the widespread
application of ADRC. Therefore, it is necessary to find a parameter tuning method that is
convenient for application.

To address this issue, numerous scholars have proposed the use of heuristic algorithms
to tune the parameters of ADRC. In [23], genetic algorithm (GA)-based parameter tuning
ADRC was proposed to improve the stabilization accuracy of the three-axis inertial platform.
However, since the GA is prone to premature convergence and has poor local search
capabilities, it can only find suboptimal solutions, as opposed to the optimal one. Particle
swarm optimization (PSO) is also a commonly used parameter optimization algorithm.
However, the search ability of PSO is weaker in the later stage of the iterations, and
it can easily fall into local optima. In [24], an improved PSO was proposed to balance
the global and local search abilities of PSO. Reference [25] proposed using the butterfly
optimization algorithm to tune the parameters of ADRC to achieve the best performance
of the controller. In [26], ant colony optimization (ACO) was applied to the control of
current controllers. However, setting ACO parameters is complex, and it is easy to deviate
from the high-quality solution if the parameters are not set properly. Compared with
ACO, gray wolf optimization (GWO) has the advantages of a simple structure and fewer
parameters [27]. However, GWO has the drawbacks of low accuracy and slow convergence
when facing complex problems. The chimp optimization algorithm suffers from the same
shortcomings [28]. In [29], a whale optimization algorithm (WOA) was applied to fine-
tune the parameters of ADRC. However, the WOA easily falls into local optima, and its
optimization ability is weak. The sparrow search algorithm (SSA) has also been used in
ADRC parameter tuning [30,31]. It has strong local search ability and fast convergence,
but its global search ability is weak and it does not easily escape the local optimum. In
addition, some hybrid algorithms have also been proposed, like the algorithm composed
of differential evolution and PSO [32] and that composed of PSO and bacterial foraging
optimization (BFO) [33].

The snake optimization (SO) algorithm is a heuristic algorithm that simulates the
feeding and breeding behavior of snakes [34]. This algorithm has the advantages of a
strong global search ability, high efficiency, and fast convergence. As a reference, the SO
algorithm was tested using 10 functions at the Congress on Evolutionary Computation
(CEC) 2020. The SO algorithm performed poorly on tests of four functions due to its weak
local search capabilities in the later stages of the search. To address this issue, this study
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designed an improved SO algorithm (I-SO). It adopts the chaotic elite opposition learning
algorithm and introduces the sine and cosine (SC) search mode, which enhances the global
search capability of SO and its ability to escape local optima.

In this paper, to improve the control of ADRC for a moving mirror control system and
eliminate the time-consuming and labor-intensive process of manual parameter adjustment,
a novel ADRC system with parameter autotuning based on I-SO is proposed. ADRC
with parameter autotuning based on I-SO is more robust than conventional ADRC. As
a population-based optimization algorithm, I-SO does not rely on specific mathematical
models, thus enhancing the applicability of ADRC with parameter autotuning based on
I-SO in the control field. The simulation results show the feasibility and the effectiveness of
the proposed method.

The rest of this paper is organized as follows. Section 2 describes the structure of the
moving mirror system and the mathematical model of an RVCM. The principle of ADRC
is also explained in this section. Section 3 provides a brief overview of the original SO
and describes the proposed I-SO in detail. Further, Section 3 describes the implementation
process of I-SO applied in ADRC. Section 4 demonstrates the superiority of I-SO and verifies
the advantages of I-SO by comparison with various optimization algorithms. Section 5
simulates a moving mirror control system and verifies the effectiveness of the ADRC with
parameter autotuning based on I-SO. Section 6 presents the conclusions of this research.

2. Mathematical Model of the RVCM and Principle of ADRC
2.1. Mathematical Model of the RVCM

This study designed a swing-arm interferometer with dual cube-corner mirrors. Its
three-dimensional structure diagram and optical path diagram are shown in Figure 1a,b,
respectively. The swing of the two cube-corner mirrors is driven by an RVCM.

Electronics 2024, 13, x FOR PEER REVIEW 3 of 24 
 

 

algorithm was tested using 10 functions at the Congress on Evolutionary Computation 
(CEC) 2020. The SO algorithm performed poorly on tests of four functions due to its weak 
local search capabilities in the later stages of the search. To address this issue, this study 
designed an improved SO algorithm (I-SO). It adopts the chaotic elite opposition learning 
algorithm and introduces the sine and cosine (SC) search mode, which enhances the global 
search capability of SO and its ability to escape local optima. 

In this paper, to improve the control of ADRC for a moving mirror control system 
and eliminate the time-consuming and labor-intensive process of manual parameter ad-
justment, a novel ADRC system with parameter autotuning based on I-SO is proposed. 
ADRC with parameter autotuning based on I-SO is more robust than conventional ADRC. 
As a population-based optimization algorithm, I-SO does not rely on specific mathemati-
cal models, thus enhancing the applicability of ADRC with parameter autotuning based 
on I-SO in the control field. The simulation results show the feasibility and the effective-
ness of the proposed method. 

The rest of this paper is organized as follows. Section 2 describes the structure of the 
moving mirror system and the mathematical model of an RVCM. The principle of ADRC 
is also explained in this section. Section 3 provides a brief overview of the original SO and 
describes the proposed I-SO in detail. Further, Section 3 describes the implementation 
process of I-SO applied in ADRC. Section 4 demonstrates the superiority of I-SO and ver-
ifies the advantages of I-SO by comparison with various optimization algorithms. Section 
5 simulates a moving mirror control system and verifies the effectiveness of the ADRC 
with parameter autotuning based on I-SO. Section 6 presents the conclusions of this re-
search. 

2. Mathematical Model of the RVCM and Principle of ADRC 
2.1. Mathematical Model of the RVCM 

This study designed a swing-arm interferometer with dual cube-corner mirrors. Its 
three-dimensional structure diagram and optical path diagram are shown in Figure 1a,b, 
respectively. The swing of the two cube-corner mirrors is driven by an RVCM. 

  
(a) (b) 

Figure 1. Swing-arm interferometer with dual cube-corner mirrors: (a) 3D structure diagram; (b) 
optical path diagram. 

Under ideal conditions, the transfer function ( )G s   between θ   and u   of the 
RVCM can be obtained as per [35]: 

3 2 2

( )( )
( ) ( ) ( )

a

a

s kG s
u s LJs JR Lk s k kR s Rb
θ= =

+ + + + +
 (1) 

where J  is the moment of inertia of the rotor, k  is the friction damping coefficient, ak  
is the torque coefficient, u  is the voltage of the motor armature, i , L , and R  are the 

Figure 1. Swing-arm interferometer with dual cube-corner mirrors: (a) 3D structure diagram;
(b) optical path diagram.

Under ideal conditions, the transfer function G(s) between θ and u of the RVCM can
be obtained as per [35]:

G(s) =
θ(s)
u(s)

=
ka

LJs3 + (JR + Lk)s2 + (ka
2 + kR)s + Rb

(1)

where J is the moment of inertia of the rotor, k is the friction damping coefficient, ka is the
torque coefficient, u is the voltage of the motor armature, i, L, and R are the current, induc-
tance, and resistance of the motor armature, respectively, and θ is the angular displacement
of the motor rotor of RVCM.
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During normal operation, the inductance value of RVCM is negligible. The specific
transfer function G(s)s of RVCM can be obtained by means of frequency sweeping:

G(s)s =
0.36

0.23s2 + 6.29s + 0.07
(2)

The model shown in Equation (2) is obtained under ideal conditions. The RVCM is
interfered with by a variety of nonlinear factors during motion control, such as friction, me-
chanical resonance and hysteresis characteristics. Therefore, there are inevitable modeling
errors between the mathematical model and the actual system. To address this problem, an
ADRC algorithm was used to control RVCM in this study. The overall block diagram of
the control system is shown in Figure 2. The ADRC algorithm is composed of a tracking
differentiator (TD), a linear extended state observer (LESO), and state error feedback control
law (SEF).
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2.2. Tracking Differentiator

For the jump behavior of the command signal, TD arranges a transition process for
the command signal and reduces the initial impact of the signal on the system. A discrete
mathematical formula of TD that is different from traditional TD is given in [36]:{

r1(k + 1) = r1(k) + hr2(k) + 0.5h2 fc(r1(k)− x(k), r2(k), r, h)
r2(k + 1) = r2(k) + h fc(r1(k)− x(k), r2(k), r, h)

(3)

where h is the sampling period, x(k) is the input signal at the kth time, r1(k) is the tracking
signal of x(k), r2(k) is the derivative of r1(k), r is a parameter that affects the tracking speed,
and fc(·) is an improved discrete form of the fastest control comprehensive function, and
its solution is shown in Equation (4):

y = 2r1 + hr2, s = sgn(y)

k0 = 1
2 (
√

1 + 4|y|
h2r − 1)

k = f ix(k0) + 1
fc(r1(k)− x(k), r2(k), r, h) = −sat( r2

h + (k−1)rs
2 + y

2kh2 , r)

(4)

where sgn(·) is the sign function, f ix(·) is the rounding function, and the saturation
function sat(·) is defined as:

sat(x1, δ) =

{
δsgn(x), |x| > δ
x, |x| ≤ δ

(5)

Compared with the discrete form of the traditional fastest control synthesis function,
this has more concise expression and reduces the phase delay of the output signal.
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2.3. Linear Extended State Observer

LESO can observe the position, speed, and unknown parts of the controlled object and
compensate for the unknown uncertainty and external system disturbance by estimating
the total disturbance of the system. Compared with NLESO, LESO has fewer parameters,
which reduces the calculation load of the controller and is more suitable for real-time
control systems. The discrete mathematical formula of LESO is as follows:

e(k) = z1(k)− y(k)
z1(k + 1) = z1(k) + h(z2(k)− β01e(k))
z2(k + 1) = z2(k) + h(z3(k)− β02e(k)) + b0u(k)
z3(k + 1) = z3(k)− hβ03e(k)

(6)

where y(k) is the feedback signal from the controlled object, z1(k) is the estimated value of
r1(k) in the TD, z2(k) is the estimated value of r2(k), and z3(k) is the estimated value of the
total system disturbance f (k). There are three important parameters in the LESO: β01,β02
and β03. β01 and β02 affect the estimated value of the state r1(k) and r2(k), respectively,
while β03 affects the estimated value of total disturbance. In addition, b0 is also a key
parameter that will affect LESO and b0 affects the value of the compensation.

2.4. State Error Feedback Control Law

In this paper, the SEF is a PD controller with disturbance compensation term. The
discrete mathematical formula is given as follows:

e1(k) = r1(k)− z1(k), e2(k) = r2(k)− z2(k)
u0(k) = kpe1(k) + kde2(k)
u(k) = u0(k)− z3(k)/b0

(7)

where e1 and e2 represent the error of position and speed, respectively, while kp and kd are
the parameters of the controller. In order to facilitate parameter tuning, the parameters in
Equation (7) can be defined as per [37]:

kp = ωc
2, kd = 2ζωc (8)

where ωc represents the bandwidth of the controller. In order to further improve the control
of the closed-loop system, the damping ratio coefficient ζ is introduced in the parameter
setting process to reduce the oscillation of the closed-loop system.

Since there are many important parameters in ADRC, manually adjusting them based
on expertise is a time-consuming and labor-intensive process. Additionally, the controller
does not always perform at its peak efficiency when manually adjusting the parameters
empirically. In this paper, the I-SO algorithm is used to tune the important and key
parameters β01, β02, β03 and ωc to achieve ideal performance.

3. ADRC with Parameter Autotuning Based on the I-SO Algorithm
3.1. Basic Principles of SO

The SO algorithm is inspired by the mating behavior of snakes. If the temperature is
low and food is available, snakes will try to find the best mate and then mate. Otherwise,
they will only look for food or eat existing food. Each snake has a position X in the search
space, which is modified by looking for food, fighting, and mating to find the globally
optimal position. Therefore, the mechanism of SO consists of the exploration phase without
food and the exploitation phase of existing food, explained as follows.

Before exploring, the temperature of the environment, the food quantity in the envi-
ronment, and the population of snakes are first defined.

The temperature temp is defined as:

temp = exp(
−t
T
) (9)
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where t is the current number of iterations and T is the maximum number of iterations.
The food quantity Q is defined as:

Q = c1 × exp(
t − T

T
) (10)

where c1 is a constant.
For the snake population, the initialization of snakes is performed by generating a

uniformly distributed random population, as shown in Equation (11):

Xi = Xmin + rand × (Xmax − Xmin) (11)

where Xi is the position of the i-th individual, Xmin and Xmax are, respectively, the lower
and upper bounds of the environment, and rand is a random number between 0 and 1.

Assuming that the number of females and males in the population of snakes is the
same, then:

Nm = N f = N/2 (12)

where Nm is the number of males, N f the number of females, and N the total number of
individuals in the snake population.

3.1.1. Exploration Phase without Food

If Q < threshold (threshold of food quantity), the snakes look for food by selecting any
random position and update their position accordingly. The position update equations of
male and female snakes are shown in Equation (13):{

Xi,m(t + 1) = Xrand,m(t)± c2 × Am × (rand × (Xmax − Xmin) + Xmin)
Xi, f (t + 1) = Xrand, f (t)± c2 × A f × (rand × (Xmax − Xmin) + Xmin)

(13)

where Xi,m is the i-th male snake position, Xi, f is the i-th female snake position, Xrand,m and
Xrand, f refer to the positions of random male and female, respectively, c2 is a constant, and
Am is the male ability to find food. Correspondingly, A f is the female ability to find food.
These can be calculated using Equation (14):{

Am = exp(− frand,m/ fi,m)
A f = exp(− frand, f / fi, f )

(14)

where frand,m is the fitness of Xrand,m and fi,m is the fitness of the i-th individual in the male
group, and the same can be seen for the female group in Equation (14).

3.1.2. Exploitation Phase of Existing Food

Under the condition of Q >= threshold, if temp > threshold (temperature threshold),
the environment is in a hot state. The snakes only look for food, and the position update
equation is shown in Equation (15):

Xi,j(t + 1) = X f ood ± c3 × temp × rand × (X f ood − Xi,j(t)) (15)

where Xi,j is the position of an individual, X f ood is the position of the best individual, and
c3 is a constant.

If temp < threshold (temperature threshold), the temperature is cold. The snakes
will either be in fight mode or in mating mode. The fight mode can be described by
Equation (16):{

Xi,m(t + 1) = Xi,m(t) + c3 × FM × rand × (Q × Xbest, f − Xi,m(t))
Xi, f (t + 1) = Xi, f (t) + c3 × FF × rand × (Q × Xbest,m − Xi, f (t))

(16)
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where Xi,m is the i-th male position, Xbest, f refers to the position of the best individual in the
female group, c3 is a constant, and FM is the fighting ability of the male snake. Similarly,
Xi, f and Xbest,m can be understood. FM and FF can be obtained from Equation (17):{

FM = exp(− fbest, f / fi)
FF = exp(− fbest,m/ fi)

(17)

where fbest, f is the fitness of the best snake of the female group, fbest,m is the fitness of the
best snake of the male group, and fi is the fitness of the i-th snake position.

The mating mode can be described by Equation (18):{
Xi,m(t + 1) = Xi,m(t) + c3 × Mm × rand × (Q × Xi, f (t)− Xi,m(t))
Xi, f (t + 1) = Xi, f (t) + c3 × M f × rand × (Q × Xi,m(t)− Xi, f (t))

(18)

where Xi,m is the i-th male position and Xi, f is the i-th female position in their respective
groups. Mm and M f refer to the mating ability of the males and females, respectively, and
they can be calculated as follows:{

Mm = exp(− fi, f / fi,m)
M f = exp(− fi,m/ fi, f )

(19)

where fi, f is the fitness of the i-th female of the female group and fi,m is the fitness of the
i-th male of the male group.

When two snakes complete mating, their egg may or may not hatch. If the egg hatches,
the worst male and female are replaced, as described in Equation (20):{

Xworst,m = Xmin + rand × (Xmax − Xmin)
Xworst, f = Xmin + rand × (Xmax − Xmin)

(20)

where Xworst,m is the worst male individual and Xworst, f is the worst female.

3.2. I-SO
3.2.1. Chaotic Elite Opposition Learning

To enhance the global search ability of the SO algorithm, we aimed at improving the
quality of its initial solution. In this paper, the chaotic elite opposition learning algorithm is
applied to the initialization phase of SO. The chaotic values generated by the tent chaotic
map are uniformly distributed in the range of 0–1 [38]. Elite opposition learning exploits
elite individuals having more effective information to construct their opposition population
and selects multiple excellent individuals from the current population and the opposition
population as the initial solution, thus improving the quality of the initial population [39].
The definition of a tent chaotic map is shown in Equation (21):

xn+1 =

{
xn/α, xn ∈ [0, α)

(1 − xn)/(1 − α), xn ∈ [α, 1]
(21)

where α is a random number within the range of 0–1.
The distribution and frequency of chaotic values of the tent chaotic map are shown in

Figure 3a,b, where it can be seen that the chaotic values generated by the tent chaotic map
are uniformly distributed between 0 and 1 and show rich diversity.

Suppose that si =
{

si,1, si,1, · · · si,d
}

is an elite individual in the search space. The
definition of its reverse solution s̃i =

{
s̃i,1, s̃i,1, · · · s̃i,d

}
is shown in Equation (22):{

s̃i,j = λ(lbj + ubj)− si,j, lbj ≤ s̃i,j ≤ ubj
s̃i,j = rand(lbj, ubj), s̃i,j > ubj or s̃i,j < lbj

(22)
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where lbj and ubj are the lower and upper boundaries of the j dimension search space,
respectively, and λ is a random number between 0 and 1.
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The steps to initialize the population using the chaotic elite opposition learning algo-
rithm are as follows.

(1) Use the tent chaotic map to initialize population S, calculate the fitness of individual,
and select the first N/2 individuals with better fitness to form elite population E.

(2) Calculate the opposition population OE of elite population E.
(3) The new population {S, OE} is obtained by merging populations S and OE, and the

fitness of individuals in the new population is calculated. The final initial population is
composed of the first N{S, OE}/2 individuals with better fitness.

This paper combines a tent chaotic map with the elite opposition learning algorithm to
maintain the diversity of the population and improve the quality of the initial population.

3.2.2. SC Search Mode

In the exploration phase of existing food, in order to enhance the ability of the SO
algorithm to escape the local optimum, the algorithm introduces a SC search mode [40],
which requires the algorithm to use a mathematical model based on sine and cosine
functions to fluctuate outward. We modify Equation (15), (16), and (18), and the modified
part is shown in Equation (23).

rand →
{

sin(rand(0, 2 π))
cos(rand(0, 2 π))

(23)

The position update formula for males introduces the sine function, and for females,
the cosine function is introduced.

The chaotic elite opposition learning algorithm improves the quality of the initial
solution, and the introduction of the SC search mode enhances the ability of SO to es-
cape the local optimum. These two strategies are helpful for the SO to find the global
optimum solution.

3.3. Implementation of I-SO Applied in ADRC

In this paper, I-SO is implemented to optimize the parameters of ADRC in the control
system of an RVCM. The schematic diagram of the control system including I-SO is shown
in Figure 4. In detail, the tunable and key parameters β01, β02, β03, and ωc are optimized
via I-SO under the consideration of the stability and accuracy of the system. The fitness
function determines the changing trend of the snake’s position. Therefore, an appropriate
fitness function to connect I-SO and ADRC is needed to obtain appropriate parameters
for ADRC.
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Generally, the control indicators of the RVCM and other control systems include stable
and dynamic performance indicators. When the input of the system is a step response,
the important dynamic performance indicators of the system include overshoot σ and rise
time tr. The steady-state performance indicator is mainly stable error ess. A system with
excellent performance needs to consider stable and dynamic performance.

Integrated time and absolute error (ITAE) is an indicator used to measure system
performance. In this paper, the ITAEd is used to measure the LESO’s observation error of
total disturbance to the system. The expression of ITAEd is:

ITAEd =
∫ T

0
t|ez3(t)|dt (24)

where T is the response period of the system and ez3(t) is the observation error of the total
disturbance to the system. The expression of ez3(t) is:

ez3(t) = f (t)− z3(t) (25)

Finally, the fitness function Y is composed of the weighted sum of the dynamic and
stable control indicators and ITAEd, as shown in Equation (26):

Y = a · σ + b · tr + c · ess + d · ITAEd (26)

where a, b, c, and d are the weights.
The dynamic and stable control indicators and ITAEd share the same characteristic

that the smaller their value is, the better the control of the RVCM that will be achieved.
Thus, the ideal parameters can cause the system to have the best control and enable the
fitness function Y to reach the minimum. In each iteration, the optimization process of I-SO
is the process of moving the position of each snake towards the optimal position.

In the experiment, the detailed optimization process of I-SO computing the optimiza-
tion parameters β01, β02, β03, and ωc can be described as follows.

Step 1. The parameters in I-SO are initialized, including the number of snakes N,
the maximum number of iterations T, the dimension dim, the upper limit and the lower
limit of the search space, and thresholds of food quantity and temperature, etc. The
position X of each snake in the search space is initialized via the chaotic elite opposition
learning algorithm.

Step 2. The snake population is divided into two groups, one for males and the other
for females.

Step 3. ADRC is run with the parameters of Step 1, and the RVCM is controlled by
the ADRC. The indicators of control of the system are calculated. These indicators are
substituted into Equation (26) to calculate the value of the fitness function. The results are
compared and the best males and females are defined.

Step 4. The iteration is executed and the food quantity and temperature are calculated
according to Equations (9) and (10).
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Step 5. The stage of exploring food is entered and the positions of males and females
are updated according to Equation (13).

Step 6. When the amount of food is sufficient, the next stage is entered to judge
whether the temperature is appropriate. The position of the snake is updated using
Equations (15), (16) and (18), which introduce the SC search mode.

Step 7. The stopping criterion is checked. If the number of iterations i is greater than
the maximum number of iterations T, the optimal parameters are output and the algorithm
is stopped. Otherwise, the process moves to Step 4.

The pseudocode of Algorithm 1 I-SO is as follows.

Algorithm 1 I-SO

1: Initialize parameters of I-SO
2: Initialize the snakes using Equation (22)
3: Equally divide the population into two groups
4: while (i ≤ T )
5: Evaluate the fitness of individuals in each group
6: Find best male Xbest,m and best female Xbest, f
7: Define Temp using Equation (9).
8: Define food Quantity Q using Equation (10).
9: if (Q < 0.25) then

10: Perform exploration using Equation (13).
11: else
12: if (temp> 0.6) then
13: Perform exploitation Equations (15) and (23)
14: else
15: if (rand > 0.6) then
16: Snakes in Fight Mode Equations (16) and (23)
17: else
18: Snakes in Mating Mode Equations (18) and (23)
19: Change the worst male and female using Equation (20)
20: end if
21: end if
22: end if
23: end while
24: Return best solution.

4. Simulation Results and Analysis

To verify the effectiveness of the I-SO, an ADRC model of the RVCM was established
using MATLAB, and the key parameters of ADRC were tuned through I-SO. The envi-
ronment configuration of this simulation experiment was as follows: a 64-bit Windows
10 operating system, an Intel (R) Core (TM) i7-10710u CPU, a main frequency of 1.10 GHz,
16 GB of memory, and simulation software MATLAB R2016b.

According to the commissioning experience, the general parameters of the control
system were set as follows:

(1) ADRC:

TD: r = 1000, h0 = 0.001; LESO: b = 0.35; SEF: ζ = 1.25
In order to test the observation ability of the LESO for the total disturbance of system,

a disturbance was introduced into the speed link of the system. The anti-interference ability
of the system can be verified by adding different disturbances and noises in different links
of the system. When conducting vibration tests on instruments or models in the field or in
the laboratory, sinusoidal vibration tests are often used. Introducing sinusoidal periodic
disturbances can simulate disturbances in the environment by adjusting the frequency,
vibration amplitude, and test duration. Therefore, the expression for the disturbance was
set to:

dnl = 2 + sin(4 π t) (27)



Electronics 2024, 13, 1650 11 of 23

(2) SO algorithm: the parameter settings of I-SO algorithm are shown in Table 1.

Table 1. Parameter settings of I-SO algorithm.

No. Parameter Name Value

1 Threshold of food quantity 0.48
2 Threshold of temperature 0.6
3 C1 1
4 C2 0.05
5 C3 2
6 Population size 30
7 Dim 4
8 Max number of iterations 30
9 lower limit {100, 1000, 10,000, 10}
10 upper limit {10,000, 100,000, 10,000,000, 250}

The minimum value of the fitness function, the convergence speed, and the standard
deviation (STD) of multiple different minimum fitness function values obtained after repeat-
edly running the algorithm need to be considered important indicators of the intelligent
optimization algorithm. The minimum value of the fitness function reflects the search
ability of the algorithm, and the standard deviation reflects its stability.

The optimization algorithm was run 50 times independently, and the average of 50 con-
vergence speed values was calculated, as well as the average and standard deviation of
50 fitness function values. Among the 50 running results, the operation result of the algo-
rithm whose convergence speed and fitness function value were closest to their respective
averages (the average value of the fitness function was first considered) was selected as the
operation result of optimization algorithm (each optimization algorithm mentioned below
was handled in this same way).

4.1. Verification of Control Performance of ADRC Tuned by I-SO

After selection, we finally determined that the optimal solution output by I-SO algo-
rithm is {178, 49,642, 7,898,000, 145}.

Figure 5 shows the response curves and error curves. Table 2 shows fitness function
values and some control indicators. It can be seen from Figure 5 and Table 2 that the
parameters calculated by I-SO can enable the simulation system to achieve outstanding
dynamic and stable performance, as well as an exceptional response to position and speed
signals. When there is no disturbance in the system, the position overshoot is 4.66%, both
the position and speed steady-state error are 0, and the rise time is shorter than 0.1 s. When
there is disturbance in the system, the system has a small steady-state error of about 0.02%.
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Table 2. Values of fitness function and control indicators.

Y σ(%) tr ess(%) ITAEd

Without disturbance 61.48 4.66 0.05 0 14.68
With disturbance 72.20 5.00 0.05 0.02 21.96

Figure 6 shows the observation results provided by the LESO with disturbance in the
system. It can be seen from Figure 6 that the observation results of the position signal and
speed signal are satisfactory. It can be seen from Figure 6 that the LESO cannot effectively
observe the disturbance at the initial stage due to the large initial error when the system
tracks the step signal, but after about 0.1 s, the LESO can effectively observe the disturbance
introduced by the system.
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4.2. Convergence Verification of I-SO–ADRC

As a control algorithm combined with an intelligent optimization algorithm, it is
necessary to verify the convergence of I-SO and ADRC.

Figure 7 shows the convergence curve of the fitness function in the I-SO optimization
process. It can be seen from Figure 7 that the value of the fitness function gradually
decreases with the increase in the number of iterations and does not change after iteration
22, indicating that I-SO is convergent. Figure 8 depicts the optimization process of each
parameter by I-SO in the form of a scatter diagram, which is complex. By observing the
distribution of scatter points, it can be seen that the value of each parameter changes with
the value of the fitness function, and finally converges to the optimal parameter value.
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Figure 8. Parameter optimization process by I-SO.

In Figure 7, it can be seen that the fitness is greatly reduced at iterations 6, 9, and 22,
which is representative of the iterative process. The parameter sets obtained for iterations
6, 9, and 22 are {950, 99,317, 7,442,311, 75}, {217, 50,420, 7,277,566, 80}, and {178, 49,642,
7,898,000, 145}, respectively. In order to verify the I-SO–ADRC convergence and the
applicability of I-SO to tune the parameters of ADRC, the optimization results of iterations
6, 9, and 22 are compared in Figure 9. Table 3 shows the fitness values and the dynamic
and stable control indicators of the three iterations.
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Table 3. Values of fitness function and control indicators of different iterations.

Iteration Time Y σ(%) tr ess(%) ITAEd

6th 144.47 8.87 0.06 0.21 54.73
9th 102.14 7.74 0.05 0.07 24.33

22nd 72.20 5.00 0.05 0.02 21.96
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Based on Table 3 and Figure 9, it can be seen that as the number of iterations increases,
the performance of the system improves steadily, while the values of the indicators and
fitness function generally decline, especially overshoot and ITAEd, with significant reduc-
tions. The parameter sets obtained for iterations 6, 9, and 22 are applied to the control
system, respectively, and the system response and error curves are obtained, as shown in
Figure 10. It can be seen in Figure 10 combined with Table 3 that the performance of the
control system using the parameter set obtained in iterations 6 and 9 is not ideal. Compared
with iterations 6 and 9, the performance of the control system is much better when using
the parameter set obtained in iteration 22, which is also the final optimal parameter set.
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4.3. Comparison of I-SO–ADRC with SO–ADRC

The simulation results presented in Figures 5 and 6 demonstrate that I-SO is feasible
and effective for ADRC parameter tuning. In order to verify the advantages of the proposed
I-SO in solving the parameter tuning problem of ADRC, under the same experimental
environment and parameter conditions, the SO algorithm was used to tune the parameters
of ADRC. The calculation of indicators adopted the method proposed in Section 4. Table 4
lists the indicators of the two SO algorithms. Figure 11 depicts a broken-line chart of
the indicators of the two SO algorithms corresponding to Table 4. Figure 12 shows the
convergence curves of the two SO algorithms. It can be seen from Table 4, Figures 11 and 12
that many of the indicators of I-SO are better than those of SO. Compared with SO, although
I-SO has more convergence iterations, its running time is shorter and its fitness value is
smaller, which shows that I-SO has stronger optimization ability and is less likely to fall
into local optimality. I-SO has a much smaller STD than SO, indicating that the stability of
I-SO is excellent.

Table 4. Indicators of different SO algorithms.

Average Iteration STD Time(s)

SO 87 22 12.1 6.34
I-SO 76 26 7.2 5.28
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Figure 13 presents a column comparison chart of the four indicators that constitute
the fitness function. Figure 14 shows the error curves obtained by applying the optimal
parameter set corresponding to the two algorithms to the control system. According to
Figures 13 and 14, two different SO algorithms can be applied to the parameter tuning of
ADRC and provide ideal control, but the performance of the system when applying the
I-SO is better.

Considering indicators of the control system and optimization algorithm comprehen-
sively, compared with the SO algorithm, I-SO has the advantages of strong search ability,
short running time, and good stability.
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4.4. Comparison between I-SO–ADRC and PSO–ADRC, GA-ADRC and SSA-ADRC

To verify the effectiveness and superiority of I-SO compared to other intelligent opti-
mization algorithms, three well-known optimization algorithms—PSO, GA, and SSA—were
applied to the parameters tuning of ADRC, and the results were compared with those of I-SO.

In this experiment, if the final fitness was less than 100, the final solution was con-
sidered the global optimal solution. Otherwise, the final solution was considered the
local optimal solution. Finally, the unique parameter settings of the three optimization
algorithms were determined in this paper, as shown in Table 5. Other parameters like
population size, upper limit, and lower limit were the same as those of I-SO. The initial
number of iterations was set to 30.

Table 5. Parameter settings of the three optimization algorithms.

Parameter Parameter Description Value

PSO
w Inertia weight [0.1,0.9]
C1 Self-best factor 1.5
C2 Global-best factor 1.5

GA
pc Crossover probability 0.9
pm Mutation probability 0.1

SSA
ST Security threshold 0.8
pp Proportion of producers 0.2
pa Proportion of sparrows who perceive the danger 0.5

Table 6 is a comparison of the indicators of the three algorithms against I-SO. According
to [21], for evaluation of the performance of improved evolutionary algorithms, statistical
tests are required. In this paper, we chose to use the Wilcoxon rank-sum test and conduct
it at the 5% significance level. Assuming that I-SO is the best algorithm among the four,
expressed as N/A, the p-values of the three algorithms can be obtained, as shown in Table 6.
The p-values of the three algorithms are less than 0.05, which shows that the superiority of
the I-SO algorithm is statistically significant.

Table 6. Indicators of different optimization algorithms.

GA PSO SSA I-SO

Average 96 90 79 76
STD 11.7 16.5 9.0 7.2

Iteration 23 29 29 26
Time(s) 5.50 5.72 8.73 5.28

p-value for Wilcoxon’s
rank-sum test 2.446 × 10−6 0.0018 9.660 × 10−7 N/A

Figure 15 provides a radar map comparing the four algorithms, where the four axes,
respectively, correspond to the four indicators in Table 6. The quadrangles with different
colors represent the different algorithms. As seen in Figure 15, the green quadrangle
representing the I-SO algorithm is almost completely encircled by the other quadrangles.
Figure 16 shows the convergence curves of the four algorithms. According to Table 6,
Figures 15 and 16, among the four algorithms, the average, STD, and time of the I-SO
algorithm are the smallest, and only the convergence speed is slightly higher than that
of GA. Compared with the other three algorithms, I-SO has stronger search ability, better
stability, faster convergence, and lower complexity.

Figure 17 exhibits columnar comparison charts of the four indicators constituting
the fitness function. Figure 18 shows the error curves obtained by applying the optimal
parameter set corresponding to the four algorithms to the control system. According to
Figures 17 and 18, compared with SSA and GA, the control system corresponding to I-SO
shows a more ideal control effect and several control indicators achieve smaller values.
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The control effect of the PSO-based system is also ideal. Compared with PSO, the I-SO
algorithm is advantageous in its stability and disturbance observation ability. To sum up,
the I-SO algorithm proposed in this paper can adjust ADRC parameters more effectively
than the other three algorithms.
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5. Moving Mirror Control System

For the swing-arm interferometer in Figure 1, after derivation and a reference review,
this paper obtained the equation of the swing angular displacement θ of the RVCM and the
optical path scanning speed v0 of the Fourier transform, as shown in Equation (28):

θ(t) =
√

2tg(
√

2v0

8r
t) (28)

where r is the length of the swing arm. According to Equation (28) and the interferometer
parameter, v0 = 0.64cm/s, r = 4.5cm, the motion curve of RVCM can be designed as
shown in Figure 19.
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Saber and MAST languages were used to build the RVCM, H-bridge, and DSP models,
a complete moving mirror control system was built, and joint simulation with Simulink
2022b was conducted to verify the effectiveness of ADRC with parameters tuned through
I-SO. The simulation system is shown in Figure 20. The controller uses the optimal solution
obtained by the I-SO. Considering that an H-bridge is used in the system, the parameters
of SEF may need to be modified. After debugging, the value of ωc is modified to 90. The
parameters of LESO are not modified.
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The simulation results are shown in Figure 21 and Table 7. Table 7 shows the following
error of the system. According to Figure 21a and Table 7, it can be seen that the maximum
following error of angular displacement is 0.17 mrad, and large following errors appear
during the starting and commutation stages of the RVCM.
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Table 7. Following error.

Maximum Error Average Error STD of Error

Angular displacement (mrad) 0.17 0.01 0.03
Angular velocity (mrad/s) 4.47 0.09 0.38

In Figure 21a, we can see that the curve experiences jittering, but the value of the jitter
is extremely small, close to 0. There may be two reasons for the jitter shown in Figure 21a:
first, the simulation step size of the Saber 2019 in this paper may be set too low, which
affects the simulation accuracy; second, the current loop in the simulation system may
cause the simulation results to be unstable, causing the curve to jitter.

The following curve and error curve of the angular velocity are shown in Figure 21b.
It can be seen that large angular velocity following errors and fluctuations occur during the
starting stage of the RVCM. However, during the steady-operation stage of the RVCM, the
angular velocity following error is close to 0, achieving an excellent following effect. The
stability of the optical path scanning speed of this system is calculated to be 99.2% in 4–10 s.
The simulation results prove that the ADRC system tuned using I-SO has excellent control
for the moving mirror control system and has a good following effect on the planned
motion trajectory. Using I-SO to adjust the parameters of ADRC is efficient and effective,
which provides certain reference significance for the use of the ADRC algorithm in moving
mirror control systems.

6. Conclusions

A novel ADRC system with parameter autotuning based on I-SO was applied to a
moving mirror control system. The key parameters of the ADRC system were continuously
tuned through the optimization mechanism of I-SO. The simulation results show that the
parameter set obtained by I-SO can achieve the best control compared to the original SO,
PSO, GA, and SSA. A moving mirror control system was built. The results show that
ADRC with parameter autotuning based on I-SO can successfully complete the motion
requirements of the moving mirror. The STD of the error of the angular displacement
and angular velocity was 0.03 and 0.38, respectively. The following effect of the angular
displacement and the angular velocity during the smooth operation stage was excellent.

The chaotic elite opposition learning algorithm can improve the quality and maintain
the diversity of initial solutions, which is conducive to improving the global search ability
and stability of the SO. The introduction of the SC search mode can improve the SO’s
ability to jump out of local optima. The I-SO proposed in this paper effectively improves
the applicability of ADRC and greatly shortens the time required for its parameter tuning.
Compared with the original SO, PSO, GA, and SSA, I-SO has the best search capability and
stability. ADRC with parameter autotuning based on I-SO shows ideal control.
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