# Multicore Parallelized Spatial Overlay Analysis Algorithm Using Vector Polygon Shape Complexity Index Optimization 

Junfu Fan ${ }^{\mathbf{1 , 2}}{ }^{(D}$, Jiwei Zuo ${ }^{1}$, Guangwei Sun ${ }^{1, *}$, Zongwen Shi ${ }^{1}$, Yu Gao ${ }^{1}$ and Yi Zhang ${ }^{3,4}$<br>1 School of Civil Engineering and Geomatics, Shandong University of Technology, Zibo 255000, China;  21507020775@stumail.sdut.edu.cn (Y.G.)<br>2 State Key Laboratory of Resources and Environmental Information System, Institute of Geographic Sciences and Natural Resources Research, Chinese Academy of Sciences, Beijing 100101, China<br>3 College of Land and Resources and Surveying \& Mapping Engineering, Shandong Agriculture and Engineering University, Jinan 250100, China; cloud.zhangyi@foxmail.com<br>4 School of Geosciences and Info-Physics, Central South University, Changsha 410083, China<br>* Correspondence: sgw_sdut@163.com; Tel.: +86-13-32520-6076

Citation: Fan, J.; Zuo, J.; Sun, G.; Shi, Z.; Gao, Y.; Zhang, Y. Multicore Parallelized Spatial Overlay Analysis Algorithm Using Vector Polygon Shape Complexity Index Optimization. Appl. Sci. 2024, 14, 2006. https://doi.org/ 10.3390/app14052006

Academic Editors: Ferdinando Di Martino and Barbara Cardone

Received: 29 January 2024
Revised: 24 February 2024
Accepted: 27 February 2024
Published: 28 February 2024


Copyright: © 2024 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (https:// creativecommons.org/licenses/by/ 4.0/).


#### Abstract

As core algorithms of geographic computing, overlay analysis algorithms typically have computation-intensive and data-intensive characteristics. It is highly important to optimize overlay analysis algorithms by parallelizing the vector polygons after reasonable data division. To address the problem of unbalanced data partitioning in the task decomposition process for parallel polygon overlay analysis and calculation, this paper presents a data partitioning method based on shape complexity index optimization, which achieves data equalization among multicore parallel computing tasks. Taking the intersection operator and difference operator of the Vatti algorithm as examples, six polygon shape indexes are selected to construct the shape complexity model, and the vector data are divided in accordance with the calculated shape complexity results. Finally, multicore parallelism is achieved based on OpenMP. The experimental results show that when a data set with a large amount of data is used, the effect of the multicore parallel execution of the Vatti algorithm's intersection operator and difference operator based on shape complexity division is clearly improved. With 16 threads, compared with the serial algorithm, speedups of 29 times and 32 times can be obtained. Compared with the traditional multicore parallel algorithm based on polygon number division, the speed can be improved by $33 \%$ and $29 \%$, and the load balancing index is reduced. For a data set with a small amount of data, the acceleration effect of this method is similar to that of traditional methods involving multicore parallelism.
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## 1. Introduction

The overlay analysis of vector polygons is one of the basic functions of geographic information system (GIS) spatial analysis [1], and it is an important and difficult problem in the field of geographic data processing [2,3]. Vector polygon overlay analysis is not only complicated in algorithm implementation but is also becoming increasingly computationally intensive and data-intensive with the rapid growth of spatial data volumes [4-6]. The computing performance of serial algorithms in dealing with large-scale spatial data superposition is showing increasing difficulty in meeting application requirements [7]. The development of computer hardware technology and programming models has given parallel computing an important role in solving intensive problems in the field of geoscience computing. The ability of a CPU to directly and quickly access internal storage also allows data sharing between tasks to be fast and unified. The OpenMP programming
model in a multicore environment is an effective way to perform parallel polygon overlay analysis [8-10].

In parallel spatial analysis, the primary task of the parallel processing of spatial data is to reasonably divide complex data and store them evenly and in a dispersed manner among multiple computing nodes [11]. Ye et al., divided vector data in accordance with the storage order of the polygon IDs, with the same number of polygons in each group [12]. Mineter, based on the spatial range division method of regular strips, extended the grid division method for raster data division to the division of vector data and divided the data in accordance with the spatial position of the data set [13]. Wang et al. proposed a quadtree partitioning method based on the spatial locations of data sets [14]. Lee et al., proposed a heuristic partitioning method using equal areas as the criterion for partitioning [15]. Zhou et al., proposed a data partitioning method based on the Hilbert curve [16]. Yang et al. proposed a data partitioning method that amounts to the topological relationships of polygons and achieved good parallel efficiency [17]. From the perspective of multicore data parallelism, Fan et al. analyzed the similarities and differences of the parallel implementation methods of eight polygon overlay analysis tools and proposed an improved grouping association minimization method to achieve data partitioning. Based on a load-balancing calculation strategy with the number of vertices as an indicator and a variety of parallel optimization methods and strategies, a parallel polygon overlay analysis toolset, including eight operations, was implemented [10]. Wu et al. proposed a parallel filling and digging algorithm for large-scale DEM data based on strip division [18,19]. These scholars' data partitioning methods have improved the efficiency of parallel spatial data processing, but these partitioning methods cannot fully consider the impacts of polygon shape, size, and structure, which can easily lead to an imbalance in the amount of calculation needed among different groups.

The data structures of the geographic polygons used in overlay analysis can greatly differ. These polygons include not only simple convex polygons but also complex concave polygons, polygons with hole islands, and self-intersecting polygons [20]. To quantitatively measure the complexity of polygons, the concept of shape complexity has been proposed [21]. Attneave first proposed constructing a shape complexity model based on geometric features such as the number of vertices, symmetry, turning number, and angular variability, but this model is effective only for concave polygons [22]. Chen et al. used global distance entropy, local angle entropy, and polygon randomness to measure the shape complexity of two-dimensional graphs [23]. Duan et al. used a combination of the area, perimeter ratio, and number of blocks of a graph to represent shape complexity [24]. Brinkhoff et al. selected structural parameters, metric parameters, and statistical parameters to construct a polygon complexity model [25]. Matsumoto et al. used the absolute curvature to quantify the surface shape complexity of objects [26]. Guo et al. used the number of polygon features and the number of vertices of each feature to quantify the complexity of objects and, based on this, achieved reasonable data partitioning in parallel computing [27]. Li et al. defined a complexity calculation method for line elements and area elements based on two indicators, namely, an area coefficient and an angle coefficient, and quantified the geometric information of sensitive elements in digital maps [28]. However, although this method partially solves the problem of measurement complexity in geographic calculations, it does not reflect the relationship between shape complexity and the computational efficiency of an overlay analysis algorithm. Zhang et al. selected 27 shape variables and used a stepwise multiple linear regression method to establish a shape complexity model [29], which effectively explained the relationship between complexity and algorithm efficiency; however, this shape complexity model was not applied to vector data partitioning.

With the continuous development of the field of spatial overlay analysis, many polygon clipping algorithms with different characteristics have emerged. Common polygon clipping algorithms include the Wang algorithm [30], the Liang-Barsky algorithm [31], the Sutherland-Hodgeman algorithm [32], the Weiler-Atherton algorithm [33], the Vatti algorithm [34], the Greiner-Hormann algorithm [35], the Liu algorithm [36], and the Mar-
tinez algorithm [37]. All of these algorithms have their own advantages and disadvantages. The Wang algorithm and the Liang-Barsky algorithm apply only to arc polygons. The Sutherland-Hodgman algorithm can be used to clip only arbitrary polygons and convex polygons. The Weiler-Atherton algorithm can be used to perform the overlay analysis of concave polygons and convex polygons, but there is a possibility of failure when dealing with the superposition of overlapping edges. Compared with the Greiner-Hormann algorithm, Liu's algorithm offers no substantial improvement, and the algorithm proposed by Martinez et al. has not been widely used [19]. The Greiner-Hormann algorithm and the Vatti algorithm are generally recognized as effective algorithms that can address arbitrary polygon clipping problems in a limited time and obtain correct results. However, according to the experimental results of Martinez et al., the computational efficiency of the Greiner-Hormann algorithm may be lower than that of the Vatti algorithm [37]. Therefore, the Vatti algorithm is selected as the clipping algorithm in this paper.

In summary, previous scholars have carried out a lot of research on vector data partitioning and polygon shape complexity measurement and have achieved certain results, but there are some shortcomings. The current data partitioning method cannot fully consider factors such as polygon spatial characteristics and shape characteristics, resulting in unbalanced data after grouping; the measurement of shape complexity cannot fully reflect the relationship with the performance of the overlay analysis algorithm. In view of the above considerations, this paper combines shape complexity measurement with data partitioning to establish a shape complexity model that can effectively explain algorithm performance and applies it to the partitioning of vector data to make the grouped data complexity similar and achieve data balance. Using two kinds of vector data with different amounts of data, the intersection operator and difference operator of the Vatti algorithm are taken as examples for multicore parallel comparative analysis. Specifically, a variety of polygon shape indicators are selected, a stepwise multiple linear regression method is used to establish a shape complexity model, the shape complexity value of each polygon is calculated in accordance with this shape complexity model, and the vector data are then divided based on the calculated shape complexity results. Finally, multicore parallelization is performed on the divided data based on OpenMP. Moreover, the effectiveness of the data partitioning method proposed in this paper for parallel overlay analysis is verified in comparison with the traditional data partitioning method based on the number of polygons. The acceleration effect and load balancing index are tested and evaluated in environments with different numbers of parallel threads, and the most suitable number of parallel threads is determined to improve the computational efficiency of the algorithm as much as possible.

## 2. Data

The parallel processing algorithms discussed in this article were developed in the C++ language, and the configuration of the experimental environment is shown in Table 1.

Table 1. Experimental environment configuration.

| CPU | GPU | Memory/GB | External <br> Memory/TB | Compiler |
| :---: | :---: | :---: | :---: | :---: |
| AMD Ryzen 9 <br> 5950X 3.4 GHz <br> 16 core | NVIDIA <br> Gerce RTX <br> 3090 | 128 | 4 | Visual Studio |
| 2019 |  |  |  |  |

The experimental data for the target polygons were obtained from land use patch data for China in OpenStreetMap and from the 2009 land use data for several counties in Ningxia. The clipping polygon uses rectangular data with holes. The amount of land use patch data for China is large: with 509,219 polygons, the number of vertices can reach 12,914,282, and the overall complexity is high, as shown in Figure 1a. The amount of land use data for several counties of Ningxia in 2009 is small, with 9129 polygons and 856,238 vertices, as shown in Figure 1b. Figure 1c shows 52,100 rectangular holes used for the overlay analysis
of the land use patches for China. Figure 1d shows 196 rectangular holes used for the overlay analysis with the land use data for several counties in Ningxia in 2009. In both cases, the target polygon data include simple polygons, concave polygons, hole-containing island polygons, and self-intersecting polygons, representative of the general characteristics and application value of planar geographic data in overlay analysis. The basic information of the experimental data is shown in Table 2.


Figure 1. Diagrams of the experimental data. (a) Land use patch data from China. (b) 2009 land use data for several counties in Ningxia. (c) 52,100 rectangular data with holes. (d) 196 rectangular data with holes.

Table 2. Details of the experimental data.

| Experimental Data | Number of Polygons | Number of Vertices | Area/km ${ }^{\mathbf{2}}$ |
| :---: | :---: | :---: | :---: |
| Land use patch data <br> from China | 509,219 | $12,914,282$ | $96,390.5$ |
| 2009 land use data for several <br> counties in Ningxia | 9129 | 856,238 | 8611.9 |

## 3. Methods

### 3.1. Polygon Clipping Algorithm

The main process of clipping polygons with the Vatti algorithm is shown in Figure 2. First, the vector polygons are read, and disjoint polygons are filtered out based on the minimum bounding rectangle. Second, each polygon is traversed from the minimum point at the bottom to the maximum point at the top by a scanning beam covering the area between two adjacent scanning lines to extract the location information of each node of the polygon, which is stored in the Edge Table, while the local minimum point is uniformly stored in the Local Minima Table, where all local minimum points are connected together in the form of a one-way linked list. Finally, the resulting polygon is constructed by calculating the intersections with the inner edges of each scanning beam and inserting the intersection points.


Figure 2. Flow chart of the Vatti algorithm.

### 3.2. Construction of the Shape Complexity Model

Zhang Peng et al. initially selected 27 shape variables, and 9 indexes were retained by a stepwise multiple linear regression method for use in constructing the shape complexity model. In this way, the relationship between the shape complexity of the polygons and the computational performance of a spatial overlay analysis algorithm was established. The model shows that the number of polygon vertices is the most important factor affecting the overlay analysis, with its coefficient in the complexity model reaching 0.97 [29]. In multiple regression analysis, as the number of independent variables increases, the model performance may improve, but this change is accompanied by greater computational overhead and obvious variable redundancy. Therefore, while ensuring the accuracy of the model, minimizing the redundancy of the variables can effectively reduce the time needed to calculate the complexity index. This paper is based on reference [29], retains the index of the number of vertices with the greatest impact, and selects 5 indexes that take less time to calculate. The final indexes are as follows: Number of vertices (NOV), Amplitude of the vibration (Ampl), Number of holes (NOH), Average nearest neighbor (ANN), Concavity (Conv), and Equivalent rectangular index (ER). Detailed descriptions of these shape indexes are shown in Table 3.

In this paper, 100,000 polygons are randomly selected from the land use patch data for China and the 2009 land use data for several counties in Ningxia for use as target polygons, and a typical complex polygon is selected as a clipping polygon. For each target polygon, an overlay analysis operation is performed with the selected clipping polygon, with the above six indicators as independent variables and the running time of the polygon overlay analysis algorithm as the dependent variable. The stepwise multiple linear regression method in the IBM SPSS Statistics 27.0 .1 software is used to construct the shape complexity models for the intersection operator and difference operator of the Vatti algorithm. The model equations are (1) and (2):

$$
\begin{gather*}
C_{1}=0.971 x_{1}+0.059 x_{4}+0.018 x_{5}+0.034 x_{6}  \tag{1}\\
C_{2}=0.97 x_{1}-0.004 x_{2}+0.037 x_{3}+0.06 x_{4}+0.024 x_{5}+0.037 x_{6} \tag{2}
\end{gather*}
$$

where $C_{1}$ is the shape complexity of the intersection operator of the Vatti algorithm, C2 is the shape complexity of the difference operator, $x_{1}$ is the Number of vertices, $x_{2}$ is the Amplitude of the vibration, $x_{3}$ is the Number of holes, $x_{4}$ is the Average nearest neighbor, $x_{5}$ is the Concavity, and $x_{6}$ is the Equivalent rectangular index.

Table 3. Polygon shape indexes. (Ach: area of the convex hull of the polygon; Apol: area of the polygon; Ambr: area of the minimum bounding rectangle of the polygon; Ppol: perimeter of the polygon; Pch: perimeter of the convex hull of the polygon; $P m b r$ perimeter of the minimum bounding rectangle of the polygon; Pear perimeter of equal-area rectangle of the polygon.)

| Polygon Shape Index | Equation | Description |
| :---: | :---: | :---: |
| Number of vertices (NOV) | NOV $=$ Vpol | The number of vector polygon vertices |
| Amplitude of the vibration (Ampl) | Ampl $=($ Ppol - Pch $) /$ Ppol | The perimeter difference between the vector polygon and its convex hull |
| Number of holes ( NOH ) | $\mathrm{NOH}=$ Hhole | The number of inner rings of the vector polygon |
| Average nearest neighbor (ANN) | $A N N=\frac{\sum_{i=1}^{n} d i}{n} / \frac{0.5}{\sqrt{n} / \text { Apol }}$ | The degree of spatial clustering of the vector polygon vertices |
| Concavity (Conv) | Conv $=($ Ach - Apol $) /$ Ach | The number of concave points in the vector polygon vertices |
| Equivalent rectangular index (ER) | $E R=\text { Pear } / \text { Ppol }=\sqrt{\frac{A p o l}{A m b r}} \times \frac{P m b r}{P p o l}$ | The difference between the perimeter of a vector polygon and its equal-area rectangle |

Regression analysis is widely used in the fields of econometrics, psychology, and sociology. The coefficient of determination $\left(R^{2}\right)$ is mainly used to evaluate the quality of a model. The closer $R^{2}$ is to 1 , the better the model fitting effect and the higher the consistency. In this paper, shape complexity models are established based on the intersection operator and difference operator of the Vatti algorithm. The coefficients of determination of both shape complexity models based on the intersection operator and the difference operator of the Vatti algorithm are greater than 0.89 , indicating that the shape complexity of the input polygon is highly correlated with the calculation time. Specifically, the shape characteristics of the input polygon can explain more than $89 \%$ of the calculation time of the algorithm. The model summary is shown in Table 4.

Table 4. Model summary.

|  | $\mathbf{R}$ | $\mathbf{R}^{\mathbf{2}}$ | Adjusted $\mathbf{R}^{\mathbf{2}}$ |
| :---: | :---: | :---: | :---: |
| Vatti Intersection | 0.943 | 0.890 | 0.890 |
| Vatti Difference | 0.947 | 0.896 | 0.896 |

By means of the constructed shape complexity models, the shape complexity of each polygon subjected to clipping can be calculated. In Figure 3, the calculation times for 100,000 polygons are plotted versus their shape complexities, as evaluated based on the intersection operator and difference operator of the Vatti algorithm in the form of scatter plots. Linear fits to these data are also shown. According to Figure 3, 89\% of the data points are concentrated near the regression line for both the intersection operator and difference operator of the Vatti algorithm, indicating that the fitting accuracy is high.


Figure 3. Scatter plots and linear fitting of calculation time versus shape complexity.

### 3.3. Data Partitioning and Parallelization

### 3.3.1. Polygon Number Division and Parallelization

The traditional polygon number division method is a direct and simple method of dividing data in accordance with the order of polygon storage. This method is easy to implement; it does not cause damage to the input data when dividing, and the number of polygons in each group after division is equal. Moreover, this method has clear termination conditions for the loop traversal clipping process of the target layer and can be easily parallelized based on OpenMP. Figure 4 shows a schematic diagram of the multicore parallel computing method based on the number of polygons. The main process is to sequentially extract each polygon element from the vector data, ensure that the number of polygon elements in each group of data is equal, distribute the divided data among different CPU threads, and perform the polygon overlay analysis operation in parallel. The complexity of each group of data grouped by this method varies greatly, and the balance is poor when multiple cores execute the polygon overlay analysis algorithm.
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Figure 4. Polygon multicore parallel computing based on polygon number division.

### 3.3.2. Shape Complexity Partitioning and Parallelization

In this paper, a data partitioning method based on polygon shape complexity is designed and implemented. After partitioning, the complexity for each group of data is similar. The process of this method is as follows: (1) The vector data are read, the polygons in the layer are traversed, the six indicators of NOV, Ampl, NOH, ANN, Conv, and ER of
each polygon are calculated according to the calculation formula, the shape complexity model obtained above is brought in to calculate the complexity value of each polygon in the vector data, and it is stored in the table. (2) The sum of the complexity values of all polygons in the table is calculated. The sum value is denoted by $M$; the number of groups, which is determined by the number of CPU threads, is denoted by $n$; and the threshold on the complexity that can be assigned to each thread is denoted by $L$. For example, when the number of threads is selected to be 16, the data will be divided into 16 groups, and the complexity threshold of each group of data is $1 / 16$ of the sum of the complexity values of the vector data. This complexity threshold is calculated as shown in Equation (3).

$$
\begin{equation*}
L=M / n \tag{3}
\end{equation*}
$$

(3) The vector data are grouped in accordance with the calculated complexity threshold to ensure that the shape complexity of each group of data does not exceed the threshold and that the complexities are roughly equal. (4) Each CPU thread reads the data of a completed group and calls the polygon overlay analysis algorithm for calculation. (5) The data for each group are output after overlay analysis, and the results for each group are combined. Figure 5 shows a schematic diagram of the proposed multicore parallel computing method based on shape complexity. This method can account for the influence of polygon shape and size on the computational efficiency of the algorithm and, thus, achieve a better load balance among CPU threads while avoiding complex element cutting and stitching operations.


Figure 5. Polygon multicore parallel computing based on shape complexity partitioning.

## 4. Results

This paper reports the results of carrying out the intersection and difference operations for polygon overlay analysis via multicore parallel computing processes on land use patch data for China and land use data for several counties in Ningxia in 2009. Considering the three characteristics of running time, speedup, and the load balancing index, the performance of data partitioning based on polygon shape complexity and the performance of data partitioning based on polygon number are evaluated to verify whether the shape complexity-based method of data partitioning proposed in this paper is more advantageous for multicore parallel computing than previous methods are.

The multicore parallel running time of data partitioning based on the number of polygons refers to the total time for data partitioning, overlay analysis, and result merging. The multicore parallel running time of data partitioning based on shape complexity refers to the total time for shape complexity calculation, data partitioning, overlay analysis, and result merging.

The speedup ratio is defined as the ratio of the serial algorithm execution time to the parallel algorithm execution time and is calculated as shown in Equation (4):

$$
\begin{equation*}
S=T_{1} / T \tag{4}
\end{equation*}
$$

where $S$ is the speedup ratio, $T_{1}$ is the running time of the serial algorithm, and $T$ is the total running time of the parallel algorithm.

The load balancing index is defined as the ratio between the running time of the slowest thread and the running time of the fastest thread. The smaller this ratio is, the better the balance. The formula is shown in Equation (5):

$$
\begin{equation*}
F=T_{\max } / T_{\min }-1 \tag{5}
\end{equation*}
$$

where $F$ is the load balancing index, $T_{\text {max }}$ represents the running time of the slowest thread among all threads participating in multicore parallel processing, and $T_{\text {min }}$ represents the running time of the fastest thread among all threads participating in multicore parallel processing.

### 4.1. Polygon Overlay Analysis Intersection Operator

To compare the performances of the different data partitioning methods for different amounts of data, the running time, acceleration ratio, and load balancing index were calculated. Figure 6 shows the results for the intersection operator for the polygon overlay analysis of the land use patch data for China and the land use data for several counties in Ningxia in 2009. When the number of threads is 1, the multicore parallel computing methods based on both types of data division are equivalent to the serial algorithm.


Figure 6. Multicore parallel intersection operator calculation results achieved with different methods for different amounts of data.

According to the test results for the multicore parallel intersection processing of the land use patch data for China, the serial running time of the intersection operator on the land use patch data for China is approximately $65,178 \mathrm{~s}$, and the load balancing index is 0 . When the number of threads is 4 , the polygon number-based partitioning method is
superior to the shape complexity-based data partitioning method designed in this paper. The running time difference is approximately 7730 s , and the load balancing index is only 0.2 , which indicates that the traditional polygon number-based partitioning method is more suitable when using four threads to perform intersection operations on a large amount of data. When the number of threads is greater than four, however, the method designed in this paper shows significant improvements compared with the traditional method. When 8 threads, 12 threads, and 16 threads are used, the effect is increased by $24 \%, 25 \%$, and $33 \%$, respectively. When the maximum number of threads in the parallel environment (16 threads) is reached, the running time is only 36 min , corresponding to an acceleration ratio of 29 , which is $33 \%$ better than that of the polygon number-based partitioning method. According to Figure 6, when the number of threads is greater than four, the load balancing index under the proposed data partitioning method is significantly lower than that under the traditional partitioning method, which indicates that the data partitioning method based on shape complexity balances threads better than the data partitioning method based on the number of polygons. The running times of the two different data partitioning methods also gradually decrease with an increase in the number of CPU threads, and the acceleration ratio shows an upward trend.

Figure 6 also shows the test results for the multicore parallel processing of the intersection operator on land use data from several counties in Ningxia in 2009. Due to the small amount of data, the serial algorithm execution time is only approximately 451 s . When four or eight threads are used, the traditional polygon number division method is faster. When 12 or 16 threads are used, the data division method based on shape complexity designed in this paper is faster. Both data division methods can significantly shorten the running time compared to that of the serial algorithm, and their acceleration effects are similar. With an increasing number of CPU threads, the two data partitioning methods do not achieve greater computational efficiency. In terms of the load balancing index, however, the partitioning method based on shape complexity proposed in this paper has obvious advantages. Regardless of how many threads are selected for calculation, the load balancing index remains below 0.5 , and the highest value of this index is only 0.33 . With the data partitioning method based on the number of polygons, the load balancing index can only reach as low as 2 and can even exceed 7 . This shows that for a small amount of data, the proposed data partitioning method based on shape complexity can achieve better load balancing when performing multicore parallel intersection calculations.

It can be seen from Figure 6 that when the Vatti algorithm intersection operator is executed in parallel on multiple cores, with the increase in the complexity of vector data, the data partitioning method based on shape complexity proposed in this paper can obtain higher speedup than the data partitioning method based on the number of polygons. In the face of data with different complexity, the load balancing performance of the proposed method can be significantly improved.

### 4.2. Polygon Overlay Analysis Difference Operator

Figure 7 shows the results obtained when applying the polygon overlay analysis difference operator to the different data sets using the different data division methods, including the running time, acceleration ratio, and load balancing index.

According to the multicore parallel computing results for the difference operator based on the land use patch data for China, the serial running time of the data is approximately $94,917 \mathrm{~s}$. Figures 6 and 7 show that the calculation results are similar when performing intersection operations and difference operations on these data. When the number of threads is four, the traditional polygon number-based data partitioning method can achieve a better acceleration effect and better load balancing than the shape complexity-based data partitioning method designed in this paper. When the number of threads is 8,12 , or 16 , the proposed data partitioning method can yield substantially improved results. Compared with that achieved with the traditional data partitioning method, the calculation speedup increased by $34 \%, 24 \%$, and $29 \%$, respectively, and the load balancing index is also
significantly reduced. When using the data partitioning method proposed in this paper to perform multicore parallel difference calculations with 16 threads, a 32 -fold speedup can be achieved, and the running time is only 2966 s .


Figure 7. Multicore parallel difference operator calculation results achieved with different methods for different amounts of data.

Figure 7 also shows the multicore parallel computing results for the difference operator based on the land use data for several counties in Ningxia in 2009. The serial algorithm execution time on these data is 461 s . Figures 6 and 7 show that when either the intersection operator or the difference operator is applied to these data, both data partitioning methods improve the running time compared to that of the serial algorithm, and their improvement effects are roughly the same. However, the data partitioning method designed in this paper achieves better balancing of the multicore parallel difference calculations than does the traditional data partitioning method. The maximum load balancing index is only approximately 0.3 , whereas the load balancing index of the traditional partitioning method exceeds 2.

According to Figure 7, when the multicore performs the Vatti algorithm difference operator in parallel, with the increase of the complexity of vector data, the acceleration ratio of the data partitioning method based on shape complexity proposed in this paper is significantly improved compared with the data partitioning method based on the number of polygons. Regardless of whether the data complexity is improved, the load balancing performance of this method can be significantly improved compared with the traditional method.

## 5. Discussion

Overlay analysis is one of the basic functions of GIS spatial analysis. When faced with a large amount of data, traditional serial algorithms take too much time. Parallelization after a reasonable division of data is an effective way to improve computational efficiency. Based on this idea, this paper designs a multicore parallelization method based on shape complexity-based data partitioning, which considers the influence of polygon structure, size, and other factors. By establishing a shape complexity model and applying it to divide the vector data, the grouped data can be distributed among multiple cores to execute polygon overlay analysis in parallel. Compared with the traditional multicore parallelization method based on dividing data by the number of polygons, the effectiveness of the proposed method in optimizing the execution of polygon overlay analysis algorithms is verified from three perspectives: the running time, the acceleration ratio, and the load balancing index.

The running speed of the method proposed in this study is greatly improved compared to that of the serial algorithm. Moreover, compared with those achieved with the traditional data partitioning method, the running speed and load balancing are both improved. In particular, when processing large-scale data, the speed is significantly improved, and the load balancing index is also significantly reduced. The running time of the multicore parallel algorithm depends on the running time of the slowest thread. Because the data partitioning method in this paper is more balanced, the running time of each thread is less different, which can effectively save the overall running time. Therefore, when the shape complexity of the data increases, the task time of each thread increases so that a higher speedup and a lower load balancing index can be obtained. The research results are beneficial for improving the efficiency of large-scale spatial overlay analysis and have certain reference values for the optimization of GIS spatial algorithms. Nevertheless, although the polygon shape complexity models proposed in this article accurately reflect the impact of polygon shape characteristics on the computational efficiency of overlay analysis, these models can still be improved because the structures of polygons can greatly differ. In this paper, the proposed multicore parallelization method based on shape complexity partitioning has been verified only for the intersection operator and difference operator of the Vatti algorithm, and additional in-depth research must be conducted to verify its broader applicability. In the future, we will consider calculating additional indicators that may affect the efficiency of polygon overlay analysis based on the shape characteristics and spatial characteristics of polygons and establish a shape complexity model that can better explain the observed algorithm performance. Moreover, this approach will be applied to data partitioning for various operators of other algorithms. Applying the data partitioning method based on the shape complexity model to applications for distributed parallel computing in a cloud environment and the cluster processing of large-scale vector data will also effectively improve the computing efficiency of spatial data.

## 6. Conclusions

In this study, six polygon shape indicators are selected to establish shape complexity models for data partitioning. Using vector data sets containing two different amounts of data, we perform multicore parallelization of the intersection operator and difference operator of the Vatti algorithm and analyze the results of the proposed multicore parallelization method in comparison with the results of the traditional method based on polygon number division. The research conclusions are as follows:
(1) For large data sets, when the Vatti algorithm intersection operator and difference operator are executed on multicores in a parallel environment with more than four threads, the data partitioning method based on shape complexity significantly improves the speedup and load balancing performance compared with the data partitioning method based on the number of polygons.
(2) For small data sets, multicore parallelization with data division based on shape complexity has acceleration effects similar to those of the traditional multicore parallelization method of dividing data based on polygon numbers. However, the proposed data partitioning method based on shape complexity can greatly improve the load balancing among threads.
In summary, the multicore parallelization method designed in this article based on shape complexity-based data partitioning can significantly improve the running speed of the Vatti algorithm and achieve better load balancing. When data complexity increases, higher speedups can be achieved. Relevant research results are highly important for overcoming bottlenecks such as balanced task decomposition and effectively improving the computing efficiency of parallel vector polygon overlay analysis algorithms in a big data environment.
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