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Abstract

:

Resolution and mapping bandwidth are the two most important image performance indicators that reflect satellite synthetic aperture radar (SAR) imaging reconnaissance capability. The PRI-staggered signal can simultaneously achieve high resolution in azimuth and wide swath during SAR imaging, and is an important signal form of SAR. It is important for anti-SAR reconnaissance to de-interleave the staggered PRI signal from the mixed signals. To address the problem that the existing staggered signal de-interleaving algorithms cannot accommodate PRI jitter and are computationally inefficient, this paper proposes an efficient algorithm for de-interleaving staggered PRI signals. A clustering-based square sine wave interpolation method and a threshold criterion are proposed, improving computational efficiency while suppressing interference between sub-PRIs and the frame period of the staggered PRI signal. In addition, a sequence retrieval algorithm incorporating matched filter theory is proposed to improve the separation accuracy of radar pulse sequences. The simulation shows that the novel algorithm can adapt to PRI jitter and de-interleave staggered PRI signals from mixed signals with high efficiency. Compared with the existing staggered signal de-interleaving algorithm, the computational efficiency is improved by an order of magnitude.
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1. Introduction


Radar signal de-interleaving is one of the most critical problems of radar countermeasures systems. Its performance directly affects the effectiveness of the electronic support measures (ESM) system [1]. According to different signal parameters, the signal de-interleaving algorithm can be divided into pre-de-interleaving and main de-interleaving. The pre-de-interleaving algorithm preliminarily classifies the signal by carrier frequency (CF), pulse width (PW), pulse amplitude (PA), and angle of arrival (TOA). The main de-interleaving algorithm further processes the classification results. This paper focuses on the PRI-based main de-interleaving algorithm, which uses TOA parameters to accomplish pulse signal de-interleaving.



The pulse repetition interval (RPI) is the core parameter of pulse radar signals and the crucial characteristic used to distinguish different radar radiation sources during signal de-interleaving. With the development of radar technology, various PRI modulation approaches have been developed for different radar applications. One of the essential PRI modulation types, the staggered PRI, can both provide high azimuth resolution and a broad SAR swath [2,3,4] while removing the blind speed of the moving target indicator (MTI) radar system [5,6,7]. Several pulse sequences with the same PRI value and various beginning phases make up the staggered PRI signal. The phase intervals are referred to as sub-PRIs, and the frame period is the same PRI value as the PRI. It is challenging to estimate the frame period of the staggered PRI signal due to its sub-PRIs interference. In addition, extracting the staggered PRI signal from mixed signals is also tricky. Moreover, the complex electromagnetic environment results in dense pulse signals, a wide PRI range, PRI jitter, and pulse missing [8]. The real-time performance of the ESM system is affected by the dense pulse signals and the wide PRI range.



With the development of modern radar electronic technology, radar signal de-interleaving technology has also been improved. Typical signal de-interleaving algorithms include histogram-based de-interleaving algorithms, PRI transform-based de-interleaving algorithms, and period estimation-based de-interleaving algorithms.



The histogram-based de-interleaving algorithm is advantageous because it is fast and straightforward [9,10,11]. In 2019, Ge et al. [10] proposed a pulse correlation algorithm that can de-interleave staggered PRI signals. However, it is sensitive to pulse missing. In 2021, Wang et al. [11] proposed a histogram algorithm based on the association of pulse interval and single pulse. This algorithm utilizes the association of the pulse pair interval and the single pulse to obtain the pulse interval distribution matrix (PIDM). A histogram is obtained by accumulating the row of the matrix. It can de-interleave staggered PRI signals well. However, computation efficiency and sensitivity to PRI jitter are not considered. Nelson et al. proposed the PRI transform algorithm in 1993 [12]. Nishiguchi et al. proposed a correction for the traditional PRI transform algorithm [13]. The improved algorithm handles PRI jitter and pulse loss well; however, it is computationally wasteful and unable to de-interleave staggered PRI signals. Numerous enhanced algorithms based on PRI transform have been presented due to the robustness of the improved PRI transform method [14,15,16]. However, they are not appropriate for de-interleaving staggered PRI signals. In 1999, Sethares et al. compared the signal’s projection energy on several period subspaces to determine the signal period [17]. In 2016, an orthogonal Ramanujan period subspace was established [18]. In 2020, a correlation-matching method (CMM) was proposed based on orthogonal Ramanujan period subspace [19], which adapted to staggered PRI well but was sensitive to PRI jitter. In addition, the algorithm requires prior PRI information and is computationally inefficient. In 2021, an improved algorithm based on [19] was proposed [20]. The improved algorithm can de-interleave staggered signals and adapt to PRI jitter well, but it is still computationally inefficient.



In addition to the typical de-interleaving algorithms described above, other types of signal de-interleaving algorithms have also been proposed, including signal de-interleaving algorithms based on square sine wave interpolation [21,22], signal de-interleaving algorithms based on sequence correlation [23,24,25], and signal de-interleaving algorithms based on machine learning [26,27,28,29]. In 2007, Jiang et al. proposed a square sine wave interpolation algorithm [21], estimating PRI with high accuracy, speed, and anti-pulse loss. However, it is sensitive to PRI jitter and unsuitable for de-interleaving staggered signals. In recent years, signal de-interleaving algorithms based on machine learning have drawn the attention of scholars. However, such algorithms are still far from application.



The existing staggered PRI signal algorithms are computationally inefficient and cannot meet the real-time requirements of ESM systems. An improved algorithm has been proposed to solve this problem. First, an improved square sine wave interpolation algorithm has been proposed, improving computational efficiency while suppressing interference between staggered PRI signals’ sub-PRIs and the frame period. A sequence retrieval algorithm incorporating matched filter theory is also proposed to improve the separation accuracy of radar pulse sequences. Finally, the staggered PRI signal is extracted, and the sub-PRIs are estimated. The simulation shows that the proposed algorithm is computationally efficient, reliable, and robust for de-interleaving staggered PRI signals from mixed signals.



The contributions of this paper are summarized as follows.



	
An efficient algorithm is proposed to de-interleave staggered PRI signals from the mixed signals. The algorithm can adjust to a broad PRI range and dense pulse signals with negligible computational costs.



	
An improved square sine wave interpolation (SSWI) function is constructed, making the algorithm adapt to staggered PRI signal and PRI jitter.



	
A threshold criterion is designed for the improved SSWI algorithm, which decreases the interference between the sub-PRIs and the frame period.



	
A sequence retrieval algorithm incorporating matched filter theory is proposed, enhancing the separation accuracy of radar pulse sequences.






This paper is organized as follows. In Section 2, the TOA model of the mixed pulse sequences is constructed. Moreover, an efficient algorithm is proposed. In Section 3, the superiority and robustness of the proposed algorithm are verified by comparative and semi-physical simulation experiments. Moreover, the computational costs are analyzed. Finally, Section 4 concludes this paper.




2. Problem Formulation and Proposed Algorithm Description


The TOA model of the mixed pulse sequences is built in this part. Additionally, an efficient algorithm for de-interleaving staggered PRI signals is provided.



2.1. The TOA Model of the Mixed Pulse Sequences


Let   t n  ,   n = 1 , 2 , ⋯ , N   be the TOA of pulses, where N is the number of pulses. The TOA model of N pulses is denoted by a set T


        T = {  t 1  ,  t 2  , ⋯ ,  t N  }     



(1)







The TOA model of the mixed pulse sequences can be expressed by the formula


        T =  ⋃  i = 1  K   (  T i  −  T  m i   )  +  T j      



(2)




where K denotes the radar radiation source number,   T  m i    indicates the missing pulses of the i-th radar, and   T j   represents the set of jamming pulses.



The mixed pulse sequences in this study consider the complex PRI modulation, the pulse missing, the jamming pulses, and the noise. The TOA models of the mixed pulse sequences are shown in Figure 1.



Represent the TOA model as a discrete signal. It is as follows


      x  [ n ]  =  ∑  i = 1  K    x i   [ r ]         x  [ n ]  =  t n  ,  t n  ∈ T , n ∈  [ 1 , N ]       



(3)




where    x i   [ r ]    represents the discrete signal corresponding to the i-th radar TOA model,   x [ n ]   represents the discrete signal corresponding to the TOA model of mixed pulse sequences, and T denotes the TOA set of mixed pulse sequences. The signal de-interleaving problem in this study is to obtain    x i   [ r ]    according to   x [ n ]  .




2.2. The Principle and Flow of the Proposed Algorithm


For the de-interleaving of staggered PRI signals, the following issues must be resolved because of the complex electromagnetic environment.



	
The problem of suppressing the interference between the sub-PRIs and the frame period.



	
The problem of extracting the staggered PRI sequence from the mixed pulse sequences.



	
The problem of computing efficiently.






An improved algorithm is proposed to solve the problems. The improved square sine wave interpolation (SSWI) algorithm is proposed to estimate the PRI value. The sequence retrieval algorithm incorporating matched filter theory is proposed to separate pulse sequences. Finally, the staggered sequences are extracted by combining the matched filter theory and the intrinsic property of staggered sequences.



For the first problem, an improved SSWI algorithm is proposed. The frame period is estimated by calculating multiple difference grade SSWI functions based on cluster. The difference grade of the improved SSWI function is increased step by step. In addition, a threshold criterion is designed for the SSWI algorithm to suppress the misidentification when the difference grade is less than the stagger number. Furthermore, the estimated PRI is the potential PRI. It needs to be verified by the sequence retrieval algorithm, further reducing the frame period misidentification probability.



For the second problem, it is challenging to extract the staggered PRI sequence from mixed sequences directly due to the complexity of the staggered PRI sequence. The improved algorithm regards the TOA model of the staggered PRI sequence as multiple pulse sequences with the PRI value as the frame period. Combining the improved SSWI and sequence retrieval algorithms, only one PRI value is estimated, and the corresponding pulse sequence is extracted in each de-interleaving round. The mixed pulse sequence is separated through multiple rounds of operations. When the sequence separation is completed, the class-matched filter algorithm is used to verify whether the pulse sequence with the same PRI comes from the same radar. These sequences are extracted as a staggered PRI sequence if they come from the same radar. A sequence retrieval algorithm incorporating matched filter theory is proposed to enhance the separation accuracy of radar pulse sequences.



For the third problem, the complex electromagnetic environment results in dense pulse signals and a wide PRI range, which seriously affect the real-time performance of the de-interleaving algorithm. An improved SSWI algorithm is proposed in this study, the computational efficiency of which is almost independent of the pulse number and the range of PRI variations, significantly improving the de-interleaving efficiency of mixed signals in complex electromagnetic environments.



The flow chart of the proposed algorithm is shown in Figure 2.



The flow of the proposed algorithm is as follows.



	(i)

	
Input the discrete signal   x [ n ]  , initialize   c = 1  , c indicates the difference grade. Calculate the improved SSWI function, and execute the fast Fourier transform (FFT) on the interpolation result. Then, determine the estimated PRI values according to the threshold criteria, and go to Step (ii).




	(ii)

	
Use the proposed sequence retrieval algorithm to extract the pulse sequence from the mixed discrete signal   x [ n ]   by the estimated PRI. If sequence search does not succeed,   c = c + 1  . If c is greater than   c  t h   , go to Step (iii); otherwise, go to Step (i). If sequence search succeeds, the residual pulses are set as a new   x [ n ]  . If the residual pulse number exceeds the de-interleaving threshold   N  T E   , go to Step (i); otherwise, go to Step (iii).




	(iii)

	
Extract the staggered sequence and estimate the sub-PRIs.








2.3. Improved Square Sine Wave Interpolation Algorithm


The SSWI algorithm extracts the periodic components of the mixed pulse stream through the FFT algorithm [22]. The algorithm can suppress the influence of harmonics, interfering pulses, and missing pulses. In addition, the number of FFT points is only related to the sampling time and interpolation sampling rate. It is not affected by the pulse number and the PRI range of the input pulse stream, so the SSWI algorithm can still be computed efficiently even under dense pulses and a wide PRI range. However, the SSWI algorithm is unsuitable for staggered signals because its sub-PRIs will seriously affect the frame period estimation. The SSWI algorithm is also sensitive to PRI jitter.



An improved SSWI algorithm is proposed to solve the above problems. A clustering-based SSWI method is proposed to solve the jitter error. In addition, a threshold criterion is designed to suppress the interference of sub-PRIs on the frame period estimation. The proposed algorithm is described in detail below.



2.3.1. SSWI Function and Spectral Characteristic Analysis


The discrete signal converted by the TOA sequence is   x [ n ]  ,   n ∈ [ 1 , N ]  , where N is the number of pulses.   x [ i ] ( 1 ≤ i ≤ N )   is TOA of the i-th pulse. The difference interval of adjacent pulses is


        Δ  t i  = x  [ i + 1 ]  − x  [ i ]  , i = 1 , 2 , ⋯ , N − 1     



(4)







The SSWI function is a sine wave with equal period and amplitude. The result of the SSWI function is as follows.


       s i   ( t )  =  ( Δ  t i  )  s i n  (   2 π   Δ  t i     ( t − x  [ i ]  )  )        x [ i ] < t ≤ x [ i + 1 ] , i = 1 , 2 , ⋯ , N − 1       s  ( t )  =  ∑  i = 1   N − 1    s i   ( t )       



(5)







The following formula derivation sets   x [ 1 ] = 0  . For a discrete signal with the fixed PRI, the difference interval of the discrete signal is fixed, that is,   Δ t = Δ  t i  , i = 1 , 2 , ⋯ , N − 1  . The SSWI function for the i-th pulse interval is


      s i   ( t )      = Δ  t i  s i n  (   2 π   Δ  t i     ( t − x  [ i ]  )  )           = Δ  t i  s i n  (   2 π   Δ  t i     ( t −  ( i − 1 )  Δ t )  )           = Δ  t i  s i n  ( 2 π  t  Δ  t i    )  , x  [ i ]  < t ≤ x  [ N ]      



(6)







The SSWI function of the discrete signal can be set as


        s  ( t )  = Δ t s i n  ( 2 π  t  Δ t   )  , x  [ 1 ]  ≤ t ≤ x  [ N ]      



(7)







It shows that the discrete signal with the fixed PRI is transformed into a sinusoidal signal with a single period by the SSWI, and the FFT can easily extract its period.



Jittered PRI refers to the random jitter of the PRI value around a fixed value, and the difference interval of the pulse sequence with the jittered PRI is   Δ  t i  = Δ  t i ′  +   Δ t  ¯   ,   i = 1 , 2 , ⋯ , N − 1  , where     Δ t  ¯  =  ∑  i = 1   N − 1     Δ  t i    N − 1    . For a discrete signal with the jittered PRI, the SSWI function for the i-th difference interval is


      s i   ( t )      =  (   Δ t  ¯  + Δ  t i ′  )  s i n  (   2 π     Δ t  ¯  + Δ  t i ′     ( t − x  [ i ]  )  )           ≈  (   Δ t  ¯  + Δ  t i ′  )  s i n  ( 2 π  t   Δ t  ¯   −   2 π    Δ t  ¯    ∑  j = 1  i  Δ  t j ′  )  ,          ( x [ i ] < t ≤ x [ i + 1 ] )     



(8)







When the PRI jitter rate is limited to   ± 5 %  , the SSWI function of the discrete signal with PRI jitter is an approximate sine function. Compared with the standard sine function, its spectrum will be broadened, and the spectrum value corresponding to the actual PRI value will decrease. When the PRI jitter rate exceeds   ± 5 %  , the PRI value will not be estimated correctly from the mixed signals [21].




2.3.2. Improved SSWI Function


The previous section analyzed the spectral characteristics of the SSWI function. The PRI jitter will affect the spectrum of the SSWI function, resulting in spectrum broadening and spectral peak reduction. According to the analysis, the smaller the variance of the difference interval of the discrete signal, the more accurate the spectral estimation. A clustering-based SSWI method is proposed to solve this problem in this study. The difference interval is estimated by the clustering method and the SSWI function is generated according to the estimated difference interval.



For mixed pulse sequences, the first-grade SSWI of discrete signals may not be able to obtain the desired results due to the mutual interference of different pulse sequences. Therefore, it is necessary to calculate the multi-grade SSWI function. This paper defines the difference grade as c, where c represents the pulse interval when calculating the difference interval and initializes   c = 1  . The steps of the c-th grade improved SSWI method are as follows.



	(i)

	
Let   C i   be the i-th subclass after clustering,   c i   the center value of the i-th subclass,   m i   the elements number of the i-th subclass, and P the subclasses number after clustering;




	(ii)

	
Initialization: Pulse interval sequence   Δ x   indicates the c-th grade difference sequence of the discrete signal   x [ n ]  ,   Δ x = x [ 1 + c : N ] − x [ 1 : N − c ]  ;    C 1  =  { Δ x  ( 1 )  }   ,    c 1  = Δ x  ( 1 )   , and   j = 2   indicates the difference interval number;




	(iii)

	
For   p = 1 : P  , calculate the relative error between the difference interval and each cluster center


         R e   ( p )  =    c p  − Δ x  ( j )    c p   ;     



(9)








	(iv)

	
Find the minimum of relative error vector   R e  .    [  ,  p c  ]  = m i n  (  R e  )   , and   p c   is the position corresponding to the minimum value of   R e  . If    R e   (  p c  )  <  J c   , go to Step (v); otherwise, go to Step (vi).   J c   indicates the error threshold, determined by the PRI jitter upper limit;




	(v)

	
Update subclass   C  p c   


       c  p c   =    c  p c   ×  m  p c   + Δ x  ( j )     m  p c   + 1          m  p c   =  m  p c   + 1        C  p c   =  {  C  p c   , Δ x  ( j )  }       



(10)







  j = j + 1  , update the pulse interval number, and go to Step (vii);




	(vi)

	
Generate a new subclass and update the number of subclasses


       C  P + 1   =  { Δ x  ( j )  }  ,  c  P + 1   = Δ x  ( j )         m  P + 1   = 1 , P = P + 1      



(11)







  j = j + 1  , update the pulse interval number, and go to Step (vii);




	(vii)

	
If   j ≤ N − c  , go to Step (iii), proceed to the next clustering; otherwise, the clustering algorithm ends, so go to Step (viii);




	(viii)

	
Correct the difference interval sequence according to the clustering result, and generate an improved SSWI function from the corrected difference sequence.








2.3.3. A Threshold Criterion


In this subsection, a threshold criterion is designed to suppress the interference of sub-PRIs on the frame period estimation and decrease the misidentification of mixed pulse sequences. The detection threshold design process is described in detail below.



The SSWI function is shown in Formula (5). The formula shows that the continuous signal generated by the discrete signal through the SSWI can be regarded as a linear superposition of multiple continuous signals. According to the properties of the Fourier transform (FT)



If


      x  ( t )   ↔ ℘  X  ( j ω )        y  ( t )   ↔ ℘  Y  ( j ω )       



(12)







Then


     a x  ( t )  + b y  ( t )   ↔ ℘  a X  ( j ω )  + b Y  ( j ω )      



(13)







Therefore, the FT of the SSWI function can be expressed by


        ℘  ( s  ( t )  )  = ℘  (  ∑  i = 1   N − 1    s i   ( t )  )  =  ∑  i = 1   N − 1   ℘  (  s i   ( t )  )      



(14)







The spectral magnitude threshold of   s ( t )   is related to two factors. On the one hand, it depends on the spectral magnitude of the SSWI function    s i   ( t )   ; on the other hand, it depends on the number of the same difference interval.



Firstly, compute the FT of    s i   ( t )   . Let    ω 0  =   2 π   Δ  t i     , and compute the FT of    s i   ( t )   


     ℘  (  s i   ( t )  )  =  ∫  x [ i ]   x  [ i ]  + Δ  t i    Δ  t i  s i n  (  ω 0  t )   e  ( − j ω t )   d t       = Δ  t i     e  − j   ω 0  + ω  x  [ i ]    −  e  − j   ω 0  + ω   x  [ i ]  + Δ  t i       2   ω 0  + ω          + Δ  t i     e  − j   ω 0  − ω  x  [ i ]    −  e  − j   ω 0  − ω   x  [ i ]  + Δ  t i       2   ω 0  − ω        



(15)







The spectral amplitude is related to the number of FT points, and the algorithm calculates the number of FT points according to   s ( t )  , not    s i   ( t )   . Let the interpolation sample rate be   F s  , and the amplitude of the one-sided spectrum of    s i   ( t )    is


     ℘ (  s i   ( t )  )     =   lim  ω →  ω 0       e  − j   ω 0  − ω  x  [ i ]    −  e  − j   ω 0  − ω   x  [ i ]  + Δ  t i       2   ω 0  − ω              · 2 Δ  t i    F s · Δ  t i    F s · x [ N ]            = Δ  t  i  2  / x  [ N ]      



(16)







The number of the same difference interval is the next concern. When the number of pulses from multiple radiation sources in the observation time is large enough, the difference interval value between adjacent pulses can be set as a random event; that is, the TOA of the pulse is set as the Poisson point. Suppose the observation time is   t N  , the pulse number is N, the difference interval is   Δ  t i   , and the probability of k random points in the difference interval   Δ  t i    is


      p k   ( Δ  t i  )  =    ( λ Δ  t i  )  k   k !    e  − λ Δ  t i    , k = 0 , 1 , 2 , ⋯     



(17)




where   λ = N /  t N    indicates the average number of events per unit time.



The probability that the difference interval between adjacent pulses is   Δ  t i    can be derived from the previous expression for   k = 0  


      p 0   ( Δ  t i  )  =  e  − λ Δ  t i        



(18)







As the histogram is the estimate of the probability distribution function of a random event, the histogram of higher-grade differences will also be in exponential form. The detection threshold of the difference interval   Δ  t i    can be expressed as


      N τ  = α  ( N − c )   e  − λ Δ  t i        



(19)




where  α  is a tunable parameter, depending on the supposed maximum percentage of missed pulses.



In summary, the detection threshold of the improved SSWI algorithm is


      A  S W    ( Δ  t i  )      =  ℘ (  s i   ( t )  )  ·  N τ           = α Δ  t  i  2   ( N − c )   e  − λ Δ  t i    / x  [ N ]      



(20)







The threshold criterion is stated as follows. If only one spectrum value exceeds the detection threshold, the period corresponding to the spectrum value is the estimated PRI value; if multiple spectrum values exceed the detection threshold, the period corresponding to the largest spectrum value is selected as the estimated PRI value.




2.3.4. The Flow of the Improved SSWI Algorithm


The flow of the improved SSWI algorithm is given in Algorithm 1.






	Algorithm 1: The flow of the improved SSWI algorithm



	
Input:




	    (i)

	
Discrete signal   x [ n ]  ;




	    (ii)

	
Difference grade c.









Improved SSWI and FFT:




	    (i)

	
Calculate the c-th grade difference sequence;




	    (ii)

	
Estimate the difference interval by clustering method and correct the difference interval;




	    (iii)

	
For 1 to   N − c  









Generate the SSWI function according to the corrected difference interval;



End



	    (iv)

	
Compute the FFT of the improved SSWI function.







Threshold Criterion:




	    (i)

	
Calculate the detection threshold, and compare the spectral value with threshold   A  S W   . The period values corresponding to the spectral values exceeding the detection threshold generate a set Q;




	    (ii)

	
Select the element corresponding to the largest spectral value q in the set Q as the estimated period.









Output:



The estimated PRI is q.












2.4. Sequence Retrieval Algorithm Based on Matched Filter


Pulse sequence separation is challenging for mixed signals. The cumulative error caused by PRI jitter will lead to pulse separation error. Moreover, the interference between pulse sequences will be serious for multiple pulse sequences arriving simultaneously. A sequence retrieval algorithm is proposed in [20], which solves the cumulative error by the cumulative average method and suppresses the interference between multiple pulse sequences by the clustering method. However, the separation is inaccurate when multiple pulse sequences exist simultaneously. Based on the sequence retrieval algorithm proposed in [20], a class-matched filter algorithm is proposed to solve the interference between multiple pulse sequences in this study, enhancing the radar pulse stream’s separation accuracy significantly.



The main reason for the mutual interference of multiple pulse sequences is that multiple pulses may meet the search conditions in one search operation. If the correct pulse was not selected for the separation, the periodicity of the remaining pulse sequence would be destroyed. The class-matched filter algorithm is proposed to suppress the mutual interference in this study. By introducing sampling information of the pulse signal, multiple pulses that satisfy the search conditions are filtered.



The class-matched filter algorithm is described as follows. The multiple pulses that satisfy the search conditions can be set as


     X  ( m )  = [  x 1   ( m )  ,  x 2   ( m )  , ⋯ ,  x n   ( m )  ]     



(21)




where    x i   ( m )   ( i = 1 , 2 , ⋯ , n )    indicates the sampled signal of the i-th pulse that satisfies the search condition. Define    N i  = l e n g t h  (  x i   ( m )  )  , i = 1 , 2 , ⋯ , n  . The sampled signal of the reference pulse is set to    x 0   ( m )   , and define class-matched filter operations


  R =  x 0   ( m )  ⨂ X  ( m )  =       x 0   ( m )  ∗  x 1   (  N 1  − m )         x 0   ( m )  ∗  x 2   (  N 2  − m )       ⋮       x 0   ( m )  ∗  x n   (  N n  − m )       =      r 1       r 2      ⋮      r n       



(22)







The operation    x 0   ( m )  ⨂ X  ( m )    represents the correlation operation of    x 0   ( m )    and each component of   X ( m )  , respectively. According to the matched filter theory, the correlation operation and the matched filter are equivalent [30]. Assuming that    x 0   ( m )    and    x i   ( m )    are pulses emitted by the same radiation source, there will be a peak in   r i  ; otherwise, there will be no. The peak detection threshold is determined experimentally.



Assuming the discrete signal is  x , the estimated PRI is q, the steps of the sequence retrieval algorithm based on matched filter theory are as follows:




	(i)

	
Initialization:   i = 1  ,    k c  = 1  ,    n c  = 1  , reference pulse    t  r e f   = x  [ i ]   ;   k  m i n   ,   k  m a x   , where   k  m i n   ,   k  m a x    and   k c  , and determine the search scope, determined by the PRI jitter upper limit;   n c   is for counting;




	(ii)

	
According to reference pulse   t  r e f    and PRI value q, calculate the search scope:


       T  m a x   =  t  r e f   + q ∗  k  m a x   ∗  k c         T  m i n   =  t  r e f   + q ∗  k  m i n   ∗  k c       



(23)







If    T  m a x   > m a x  ( x )  ∗  k  m a x    , this round is complete, so go to Step (vi); else, go to Step (iii).




	(iii)

	
Search for the next pulse that meets the condition:


   p s  = f i n d  (  ( x ≥  T  m i n   )  &  ( x ≤  T  m a x   )  )   



(24)




where   f i n d ( • )   is a function used to search for the element number that satisfies the condition, and   p s   indicates the position of elements that meets the condition. If   l e n g t h (  p s  ) = 0  , it indicates that no pulses meet the search condition;    k c  =  k c  + 1  , so go to Step (ii); if   l e n g t h (  p s  ) = 1  , it indicates that only one pulse meets the search condition, and   x  [  n e  ]  = x  [  p s  ]   , so go to Step (v); if   l e n g t h (  p s  ) > 1  , it indicates that multiple pulses meet the search condition, so go to Step (iv);




	(iv)

	
Screen the next pulse by the class-matched filter operation.



According to Formula (22),    x 0   ( m )    is the sampling signal of the reference pulse   t  r e f   ,   X ( m )   is the sampling signal of the pulse set   x [  p s  ]  ,   x [  n e  ]   is determined by the class-matched filter operation; go to Step (v);




	(v)

	
Update the PRI value based on the searched next pulse:


  q =    n c  ∗ q +   x  [  n e  ]  −  t  r e f     k c      n c  + 1    



(25)




where   x [  n e  ]   indicates the next pulse found. Update reference pulse,    t  r e f   = x  [  n e  ]   ; update number of pulses,    n c  =  n c  + 1  ; initialization pulse interval,    k c  = 1  ; go to Step (ii); continue searching for the next pulse of the new reference pulse;




	(vi)

	
If   n c   exceeds   N  T H   , end the pulse sequence search; else,   i = i + 1  . If i is greater than   ( l e n g t h  ( x  [ n ]  )  −  N  T H   )  , end the pulse sequence search; otherwise, update reference pulse,    t  r e f   = x  [ i ]   ; initialization    n c  = 1  ,    k c  = 1  ; go to Step (ii).









The flow of the sequence retrieval algorithm incorporating matched filter theory is shown in Figure 3.




2.5. Extract the Staggered PRI Sequence and Estimate the Sub-PRIs


The class-matched filter algorithm is used to determine whether the pulse sequence with the same PRI originates from the same radar after the sequence separation. The pulse sequences with the same PRI are recovered as a staggered sequence if they originate from the same radar. The difference histogram approach is used to estimate the sub-PRIs. Considering the effect of PRI jitter, a clustering histogram method is proposed. The clustering method is the same as Section 2.3.2, “Improved Square Sine Wave Interpolation Function”.





3. Simulation and Analysis


This section verifies the performance of the proposed algorithm. In Section 3.1, the de-interleaving process is introduced in detail, and each step’s result is given. In Section 3.2, the simulation comparison experiments evaluate and analyze the algorithm performance. In Section 3.3, the analysis of the computational cost is given. Finally, a semi-physical simulation experiment is executed to validate the proposed algorithm.



3.1. Simulation Experiments


Assuming a mixed pulse stream is interleaved by four TOA sequences arriving simultaneously. The parameter setting of the mixed pulse stream is referred to [11,19,31], which are the latest results for staggered signal de-interleaving. Pulse Sequence 1 is a staggered PRI signal, and the staggering number is five; Pulse Sequence 2 is a jittered signal; the remaining two signals are fixed PRI signals. The parameters of the TOA model are shown in Table 1. The jamming pulses are not shown in the table. The de-interleaving process of the proposed algorithm is introduced as follows:



In the initial de-interleaving round, no PRI is detected in the first two-grade SSWI function. A PRI is detected in the third-grade SSWI function, but the corresponding pulse sequence is not searched. The FFT of the fourth-grade SSWI function is shown in Figure 4a, the estimated PRI value is 165.9 µs. The second through eighth rounds of de-interleaving are similar to the first round. The results are shown in Figure 4b–h.



After the eighth round of de-interleaving, the number of residual pulses is seldom. All pulse sequences have been separated. Then, extract the staggered pulse sequence and estimate the sub-PRIs. The frame period of the staggered pulse sequence is   ( 165.9 ∗ 2 + 165.5 ∗ 2 + 165.1 ) / 5 = 165.6   µs, and the sub-PRIs are 11 µs, 20 µs, 32.8 µs, 45 µs, and 56.5 µs, respectively. The simulation of the sub-PRIs estimation is shown in Figure 5.



Define   m  e r r o r    as follows:


   m  e r r o r   =  1 n   ∑  i = 1  n     P  e i   −  P i    P i    



(26)




where   P  e i    is the estimated PRI value,   P i   is the setting PRI value, and n is the number of radar radiation sources.



The   m  e r r o r    of the simulation is as follows:


     m  e r r o r      =  1 4     165.6 − 166  166  +   442.8 − 441  441            +   780.2 − 780  780  +   1150 − 1151  1151           = 0.21 %     



(27)







The simulation showed that the proposed algorithm can de-interleave staggered PRI signals and estimate sub-PRIs of the staggered signal with high estimation accuracy.




3.2. Comparative Experiments


This section analyzes the algorithm’s performance under different PRI jitter, missing pulses, and radiation source numbers. The signal de-interleaving algorithm is based on sequence correlation [11], and the signal de-interleaving algorithm is based on CMM [19] as the latest results were used for comparison. The parameters used for the simulation are as follows: the number of pulses of a single pulse sequence is 100; the stagger number is set to 3; the PRI range is [100 µs, 500 µs]. Measure five times consecutively, and the de-interleaving result with the lowest number of correctly extracted radiation sources among the five tests was selected as the final result. The simulations are shown in Table 2 and Table 3. As shown in Table 2 and Table 3, the following hold.



	(i)

	
The algorithm proposed in this research can correctly de-interleave five radiation source signals arriving simultaneously when the PRI jitter rate is ±12% and the pulse missing rate is   5 %  . The algorithm proposed in this research can correctly de-interleave four radiation source signals arriving simultaneously when the PRI jitter rate is ±3% and the pulse missing rate is   15 %  . The proposed approach for signal de-interleaving is highly suited to PRI jitter and pulse missing.




	(ii)

	
The signal de-interleaving algorithm based on sequence correlation is sensitive to PRI jitter. In addition, the performance of the sequence correlation algorithm for fixed PRI signals de-interleaving decreases as the pulse missing rate increases. When the pulse missing rate increases, the peak of the line histogram corresponding to the true PRI decreases, and the peak of the line histogram corresponding to the PRI harmonics increases, so the harmonic components of the true PRI are detected, resulting in de-interleaving errors. Due to the characteristics of staggered signals, pulse loss has less impact on the de-interleaving of the staggered PRI signal. Even if the pulse loss is severe, the line histogram peak corresponding to the frame periods is still high.




	(iii)

	
The CMM-based signal de-interleaving algorithm is sensitive to PRI jitter. The effectiveness of the CMM-based signal de-interleaving algorithm declines as the pulse missing rate and number of radar radiation sources rise. When the pulse missing rate is considerable, the sequence retrieval is greatly affected by the interference of different pulse sequences, resulting in wrong pulse separation and consequently to de-interleaving errors.




	(iv)

	
As the pulse missing rate and the number of radiation sources increase, the performance of the proposed algorithm is better than the algorithms in [11,19]. The proposed algorithm adopts two measures to improve de-interleaving success rate. The probability of misidentification is reduced by combining the improved SSWI algorithm and sequence retrieval algorithm. Moreover, based on the matched filter theory, a sequence retrieval algorithm is proposed, enhancing the pulse sequence’s separation accuracy.








3.3. Computational Costs


This section analyzes the computational complexity of the three algorithms (Refs. [11,19] and ours) and compares the simulation time of the three algorithms under different radiation source conditions.



Suppose the prior PRI range is   [ P R  I  m i n   , P R  I  m a x   ]  , where   P R  I  m i n     indicates the minimum PRI value;   P R  I  m a x     indicates the maximum PRI value; K is the number of PRI bins, determined by estimation accuracy and PRI range; N is the number of pulses; H indicates the stagger number [11];   L 1   indicates the length of the converted period sequence, determined by estimation accuracy and observation time;   ϕ ( q )   is the Euler function;  β  is determined by PRI range and observation time [19];   L 2   indicates the length of the SSWI function, determined by estimation accuracy and observation time; and M is the number of points used for matched filter. The computational complexity of the three de-interleaving algorithms is shown in Table 4.



A comparison of the execution time among the three methods is shown in Table 5, MATLAB 2018b is utilized for computation time statistics.



The simulation shows that the computational efficiency of the algorithm proposed in this study is much higher than the algorithms in Refs. [11,19] for multiple radiation source scenes. Table 4 shows that the computational efficiency of the proposed algorithm in this study mostly depends on the observation time and the number of matched filter points. The computational efficiency is little affected by the number of radiation sources and also unaffected by the PRI range. Therefore, the proposed algorithm has obvious advantages for the multiple radiation sources scene and wide PRI range in computational efficiency.




3.4. Semi-Physical Simulation Experiments


This section validates the proposed algorithm through a semi-physical simulation experiment. The semi-physical simulation process is shown in Figure 6. First, the radar signal simulator simulates multiple radar signals arriving simultaneously. Then, the reconnaissance jammer measures the simulated radar signals’ parameters. Finally, the measured TOA sequence is uploaded to the computer to verify the proposed de-interleaving algorithm.



The parameter settings of the radar signal simulator are shown in Table 6, and the results are shown in Figure 7. The semi-physical simulation shows that the proposed algorithm can de-interleave staggered PRI signals and estimate the sub-PRIs of staggered signals.





4. Conclusions


This paper proposes an efficient algorithm to de-interleave staggered PRI signals. Firstly, an improved SSWI method is proposed to enhance the adaptability to PRI jitter. In addition, a threshold criterion is designed for the improved SSWI algorithm, which decreases the interference between the sub-PRIs and the frame period. A sequence retrieval algorithm incorporating matched filter theory is proposed, enhancing the separation accuracy of radar pulse sequences. Finally, the staggered sequences are extracted by combining the matched filter theory and intrinsic properties of staggered sequences. Simulation experiments have validated the proposed algorithm’s superiority for de-interleaving staggered PRI signals from mixed signals.



However, the algorithm proposed in this paper also has limitations. The proposed algorithm uses the difference information of the TOA sequence to estimate the PRI, and the difference grade gradually increases. When the mixed TOA sequence is complex enough, due to the mutual interference of different pulse sequences, misidentification may occur. The next research work is to de-interleave staggered PRI signals from dense and complex radar signals with high efficiency.
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Figure 1. The TOA models of the mixed pulse sequences: (a) Fixed PRI sequence; (b) Jitter PRI sequence; (c) Staggered PRI sequence, where   t 10  ,   t 20   and   t 30   represent the initial phase,   T ∗   represents the frame period, S1, S2 and S3 represent the sub-PRIs; (d) Mixed pulse sequences; (e) Mixed pulse sequences include missing pulses and jamming pulses. 
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Figure 2. The flow chart of the proposed algorithm. 
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Figure 3. The flow chart of the sequence retrieval algorithm based on matched filter theory. 
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Figure 4. The de-interleaving results: (a) The first round; (b) The second round; (c) The third round; (d) The fourth round; (e) The fifth round; (f) The sixth round; (g) The seventh round; (h) The eighth round. 
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Figure 5. Sub-PRIs estimation result of staggered PRI signal. 
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Figure 6. The semi-physical simulation process. 
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Figure 7. The semi-physical simulation of the proposed algorithm: (a) The first round; (b) The second round; (c) The third round; (d) The fourth round; (e) The fifth round; (f) Sub-PRIs estimation result. 
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Table 1. Parameters of Mixed Pulse Stream 1.
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	Pulse Sequence 1
	Pulse Sequence 2
	Pulse Sequence 3
	Pulse Sequence 4





	PRI modulation type
	Staggered
	Jittered
	Fixed
	Fixed



	Frame period (µs)
	166
	-
	-
	-



	Sub-PRIs (µs)
	11, 20, 33, 45, 57
	-
	-
	-



	PRI value (µs)
	-
	441
	780
	1151



	Noise error (µs)
	   ± 0.5   
	   ± 0.5   
	   ± 0.5   
	   ± 0.5   



	Jitter bound
	0
	   ± 10 %   
	0
	0



	Missing rate
	10%
	15%
	20%
	20%



	Observation time (µs)
	50,000
	50,000
	50,000
	50,000
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Table 2. Comparison results of three algorithms under different PRI jitter rates.
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PRI Jitter Rate

	
Missing Rate

	
Input Radiation Source Conditions

	
De-Interleaving Results




	
Sequence Correlation

	
CMM

	
Ours






	
   ± 4 %   

	
   5 %   

	
1 staggered PRI

	
1/1

	
1/1

	
1/1




	
   ± 4 %   

	
   5 %   

	
1 staggered PRI and 1 fixed PRI

	
1/2

	
1/2

	
2/2




	
   ± 4 %   

	
   5 %   

	
1 staggered PRI and 2 fixed PRI

	
1/3

	
1/3

	
3/3




	
   ± 4 %   

	
   5 %   

	
2 staggered PRI and 2 fixed PRI

	
2/4

	
2/4

	
4/4




	
   ± 4 %   

	
   5 %   

	
2 staggered PRI and 3 fixed PRI

	
2/5

	
2/5

	
5/5




	
   ± 8 %   

	
   5 %   

	
1 staggered PRI

	
1/1

	
1/1

	
1/1




	
   ± 8 %   

	
   5 %   

	
1 staggered PRI and 1 fixed PRI

	
1/2

	
1/2

	
2/2




	
   ± 8 %   

	
   5 %   

	
1 staggered PRI and 2 fixed PRI

	
1/3

	
1/3

	
3/3




	
   ± 8 %   

	
   5 %   

	
2 staggered PRI and 2 fixed PRI

	
2/4

	
2/4

	
4/4




	
   ± 8 %   

	
   5 %   

	
2 staggered PRI and 3 fixed PRI

	
2/5

	
2/5

	
5/5




	
   ± 12 %   

	
   5 %   

	
1 staggered PRI

	
1/1

	
1/1

	
1/1




	
   ± 12 %   

	
   5 %   

	
1 staggered PRI and 1 fixed PRI

	
1/2

	
1/2

	
2/2




	
   ± 12 %   

	
   5 %   

	
1 staggered PRI and 2 fixed PRI

	
1/3

	
1/3

	
3/3




	
   ± 12 %   

	
   5 %   

	
2 staggered PRI and 2 fixed PRI

	
2/4

	
2/4

	
4/4




	
   ± 12 %   

	
   5 %   

	
2 staggered PRI and 3 fixed PRI

	
2/5

	
2/5

	
5/5
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Table 3. Comparison results of three algorithms under different pulse missing rate.
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Missing Rate

	
Input Radiation Source Conditions

	
De-Interleaving Results




	
Sequence Correlation

	
CMM

	
Ours






	
   5 %   

	
1 staggered PRI

	
1/1

	
1/1

	
1/1




	
   5 %   

	
1 staggered PRI and 1 fixed PRI

	
2/2

	
2/2

	
2/2




	
   5 %   

	
1 staggered PRI and 2 fixed PRI

	
3/3

	
3/3

	
3/3




	
   5 %   

	
2 staggered PRI and 2 fixed PRI

	
4/4

	
4/4

	
4/4




	
   5 %   

	
2 staggered PRI and 3 fixed PRI

	
5/5

	
5/5

	
5/5




	
   10 %   

	
1 staggered PRI

	
1/1

	
1/1

	
1/1




	
   10 %   

	
1 staggered PRI and 1 fixed PRI

	
2/2

	
2/2

	
2/2




	
   10 %   

	
1 staggered PRI and 2 fixed PRI

	
3/3

	
3/3

	
3/3




	
   10 %   

	
2 staggered PRI and 2 fixed PRI

	
3/4

	
4/4

	
4/4




	
   10 %   

	
2 staggered PRI and 3 fixed PRI

	
4/5

	
4/5

	
5/5




	
   15 %   

	
1 staggered PRI

	
1/1

	
1/1

	
1/1




	
   15 %   

	
1 staggered PRI and 1 fixed PRI

	
2/2

	
2/2

	
2/2




	
   15 %   

	
1 staggered PRI and 2 fixed PRI

	
3/3

	
3/3

	
3/3




	
   15 %   

	
2 staggered PRI and 2 fixed PRI

	
2/4

	
3/4

	
4/4




	
   15 %   

	
2 staggered PRI and 3 fixed PRI

	
3/5

	
3/5

	
4/5











[image: Table] 





Table 4. The computational complexity of the three de-interleaving algorithms.
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Sequence Correlation

	
Part1

	
    O (  N 2  )    




	
Part2

	
   O ( K N )   




	
Part3

	
   O (  H 2  l o g H )   




	
Total

	
   O (  N 2  + K N )   




	
CMM

	
Part1

	
   O  ( β  N 2  )  + O  (  L 1   ∑  q = P R  I  m i n     P R  I  m a x     ϕ  ( q )  )    




	
Part2

	
   O ( N )   




	
Part3

	
   O ( N )   




	
Total

	
   O (  ( β  N 2  )  + O  (  L 1   ∑  q = P R  I  m i n     P R  I  m a x     ϕ  ( q )  )    




	
Ours

	
Part1

	
   O (  L 2  l o g  (  L 2  )  )   




	
Part2

	
   O ( N + M l o g ( M ) )   




	
Part3

	
   O ( N )   




	
Total

	
   O  (  L 2  l o g  (  L 2  )  )  + O  ( N + M l o g  ( M )  )    
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Table 5. Execution time of the three de-interleaving algorithms.
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	PRI Range
	Radiation Sources
	Sequence Correlation
	CMM
	Ours





	100–300
	2
	2.21 s
	4.15 s
	0.91 s



	100–300
	4
	6.73 s
	7.22 s
	1.13 s



	100–300
	6
	10.25 s
	13.57 s
	1.37 s



	100–600
	2
	3.62 s
	8.62 s
	0.92 s



	100–600
	4
	10.51 s
	12.51 s
	1.11 s



	100–600
	6
	16.33 s
	19.25 s
	1.35 s



	100–1000
	2
	5.51 s
	14.22 s
	0.95 s



	100–1000
	4
	16.62 s
	17.52 s
	1.21 s



	100–1000
	6
	24.33 s
	24.76 s
	1.39 s
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Table 6. Parameters of Mixed Pulse Stream 2.
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	Sequence 1
	Sequence 2
	Sequence 3





	PRI modulation type
	Staggered
	Jittered
	Fixed



	Frame period (µs)
	222
	-
	-



	Sub-PRIs (µs)
	47, 66, 109
	-
	-



	PRI value (µs)
	-
	555
	887



	Jitter bound
	0
	   ± 10 %   
	0
















	
	
Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to people or property resulting from any ideas, methods, instructions or products referred to in the content.











© 2023 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (https://creativecommons.org/licenses/by/4.0/).






media/file13.jpg





media/file4.png
Input the discrete signal x[n]

Improved SSWI |

algorithm

Sequence retrieval

algorithm based on MF

The residual pulses are set

as a new x[n]

Extract staggered sequence and
estimate the sub-PRIs

End





nav.xhtml


  applsci-13-07977


  
    		
      applsci-13-07977
    


  




  





media/file2.png
A <—PRI—

_V

%
t1o

(a)
Il R O VA O (AN %
c—t3p—k—T*— (b) t
Kt H—T*—

IR LIB L,

(©)

(d)

()

LT,
t





media/file5.jpg
Parameter niiliztion

!

“The reference pulse number s
reconed as 1+ |

{

Calelat the search range:
* g

Calelat the search results
= 2 T )& S Tu))

T enath or e

s o ted sequence is|
T > ross i
w
U PRI | [scmentinopite]
o [+ by e st
e pi i opron






media/file3.jpg
ot th disset signs io]

=

Tproved SSWI
‘it

Sequene reival
algoritm basedon MF

The esidun pulss are st
asanewstol

Exirctstaggeredsequence and
estimatethe sub-PRIs






media/file1.jpg
FPRBY i

[ [
@

ety —%—T*— ®)
et ¥—T*—
W—T*—H ’2‘ % 83
(©)
| |
(d)
LU | I

(e)






media/file7.jpg





media/file10.png
500

400

w2
-]
-

[\
-]
-

Histogram value

= Histogram cumulative value

Difference interval (us)

i X 32.73 X 56.73 | |
X11.02 11 x 19.99 Y 258 X 45.06 Y 257
Y 240 Y 234 Y 295 L
10 20 30 40 50

60





media/file12.png
Signal Algorithm
PC N
parameters verification
A
Signals TOA
simulation sequence

Parameters
measurement






media/file9.jpg
300 —— Histogram cumulative value
400
2
2 300r [xrnee|iom) | Vi | [wames] |v3o
g Y2 v Y225
3 |
% 200
==
100
0
0 10 20 30 40 50

Difference interval (us)





media/file0.png





media/file14.png
o
X 222.2 — — —Threshold
Y 200.1
o 150 1
=
<
>
E
5 100 + 1
o -
o /’ > N
/ N
50¢F 7 ~ 1
/
I/ ——————————————
0 L
0 500 1000
Period (us)

70 ¢

Spectral value

0 500

600

500 ¢

Spectral value

—
o
=)

W
ja)

I~
(o)

(o8]
j)

I~
()
(e

(78]
o
=)

[\=]
o
=)

(a)

—— Amplitude |
X 222.2 — — —Threshold | |

Y 65.75
Ve -~ N 4

N
/ \
/ \ i
! N

~—

1000
Period (us)

(c)

— Amplitude
— — =Threshold | |

1000
Period (us)

(e)

1500

1500

Spectral value

Spectral value

Histogram value

._
I~
(o)

—_
[\
je)

—
o
=)

o]
()

[oN
-

I~
(o)

20

150

50

350

300

— = NN
w o e W
o o o o O

j

—— Amplitude | |
— — —Threshold

e

500 1000 1500

Period (us)

(b)

—— Amplitude
X 555.4 — — —Threshold
Y 166.6 b

500 1000 1500

Period (us)

(d)

X 47
Y 188

= Histogram cumulative value

X 109.3 ]
Y 197

X 66 |
Y 180

50

100 150 200 250
Difference interval (us)

(f)





media/file8.png
X 165.9
120 Y 131.1
o 100
=
<
=
=
=
Q
Q
=9
)

120 1

Spectral value

Spectral value

Spectral value

[a—

j o]

o]
T

—— Amplitude |
— — —Threshold | |

0 500

1000 1500

Period (us)

(a)

o0
)
T

o))
)
T
~N
7/

—— Amplitude
— — —Threshold

0 500 1000 1500
Period (us)
(c)
® — Amplitude
40 1 /| x165.1 — — =Threshold | |
;| Y 41.09
/I \
\
30r 1 \ ]
| \
I} \
I ™
201, o |
/ S~
10+ .

0 500

1000 1500

Period (us)

(e)

180 -

160 -

140

(o)
(==

Amplitude i
— — — Threshold

1000 1500

Period (us)

()

200

Spectral value

—_

Spectral value

0 500 1000 1500
Period (us)
Amplitude | |
90 . — — —Threshold
X 442.8
80 - Y 88.29 1
- s T~ 7
70 / e
o / ~
S 60 |- / < il
= /
AN
> / N
= 50f / o |
g / N
O 40 - / h i
o, / RN
N
30
20
10
0 1
0 500 1000 1500
Period (us)
Amplitude
600 — — — Threshold

Spectral value

[a—
D
o]

[a—
j o]
o]

—— Amplitude
— — —Threshold | ]

0 500 1000 1500
Period (us)
(b)
. — Amplitude
00 X 165.5 — — —Threshold | |
Y 108.2
80 1
60 .
N
40F 7+ |\ 1

500

IS
=
S

%)
(=
(=)

1500

1000

Period (us)

(h)





media/file11.jpg
Signal PC Algorithm
parameters verification

Signals
simulation sequence

2 Parameters

i%ﬁ%ﬂﬂg measurement






media/file6.png
Start

‘ Parameter initialization ‘

v

The reference pulse number is
recorded as i, i =1

v

| -

Calculate the search range:

Calculate the search results:
ps = ﬁnd((x Z Tmin) & (x S Tmax ))

\ 4

length(p,) =17

|

Update PRI value,
ready to search for
next pulse

Screen the next pulse
by the class-matched
filter operation

—

\ 4
The length of the
separated sequence is
denoted asn,






