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Abstract: Deep learning-based ship-detection methods have recently achieved impressive results in
the synthetic aperture radar (SAR) community. However, numerous challenging issues affecting ship
detection, such as multi-scale characteristics of the ship, clutter interference, and densely arranged
ships in complex inshore, have not been well solved so far. Therefore, this article puts forward a
novel SAR ship-detection method called multi-level feature-refinement anchor-free framework with
a consistent label-assignment mechanism, which is capable of boosting ship-detection performance
in complex scenes. First, considering that SAR ship detection is susceptible to complex background
interference, we develop a stepwise feature-refinement backbone network to refine the position and
contour of the ship object. Next, we devise an adjacent feature-refined pyramid network following
the backbone network. The adjacent feature-refined pyramid network consists of the sub-pixel
sampling-based adjacent feature-fusion sub-module and adjacent feature-localization enhancement
sub-module, which can improve the detection capability of multi-scale objects by mitigating multi-
scale high-level semantic loss and enhancing low-level localization features. Finally, to solve the
problems of unbalanced positive and negative samples and densely arranged ship detection, we
propose a consistent label-assignment mechanism based on consistent feature scale constraints to
assign more appropriate and consistent labels to samples. Extensive qualitative and quantitative
experiments on three public datasets, i.e., SAR Ship-Detection Dataset (SSDD), High-Resolution SAR
Image Dataset (HRSID), and SAR-Ship-Dataset illustrate that the proposed method is superior to
many state-of-the-art SAR ship-detection methods.

Keywords: synthetic aperture radar (SAR); ship detection; deep learning; multi-scale learning

1. Introduction

Thanks to its unique operating characteristics, including all-weather, all-day and all-
night, and long-distance, synthetic aperture radar (SAR) has a broad range of application
prospects in military and civil fields, such as maritime domain awareness, energy explo-
ration, battle situation awareness, and so forth. Ship object detection is the primary stage
of SAR image interpretation in maritime domain awareness, which is bound to affect the
reliability of subsequent object recognition. Nevertheless, due to the uncertainty of sea
clutter, the diversity of ship scales, and the interference from land clutter, ship detection
appears to be one of the most challenging tasks in the field of SAR image interpretation.

In the early years, constant false alarm rate (CFAR), as a kind of classic detection
model, has been extensively investigated in SAR ship detection. Under the premise of
a CFAR, a CFAR detector can adaptively adjust the detection threshold according to
the statistical distribution of clutter, therefore distinguishing ship objects from complex
backgrounds [1]. In view of the excellent performance of CFAR detector in SAR ship
detection, various extensions of CFAR have been proposed in succession [2–4]. For instance,
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Qin et al. [5] exploited the generalized gamma distribution to model the background
clutter and achieved more satisfactory performance than other parametric distribution-
based CFAR detectors. Pappas et al. [6] presented a CFAR detector based on superpixel
level, which aims to reduce the probability of false alarms through superpixel technology.
Gao et al. [7] proposed a statistical model based on the gamma distribution to achieve
ship object detection in a non-homogeneous sea-clutter background. The reliability of the
detection results of CFAR is closely related to the detection threshold determined by the
statistical distribution of clutter. However, it is extremely challenging to artificially analyze
the characteristics of clutter and ships in complex backgrounds, especially offshore with
severe interference and noise. In addition, the CFAR-based ship-detection method cannot
be learned in an end-to-end way due to the cumbersome parameter settings, resulting in a
tedious detection process and low efficiency.

With the flourishing development of deep learning technology, deep learning-based
object detection has recently achieved significant advancement. In a broad sense, deep
learning-based detection methods can be grouped into two categories, i.e., two-stage
method and one-stage method. Among them, various models of the Region-based Convo-
lutional Neural Network (R-CNN) series [8–10] are typical representatives of the two-stage
method, which integrates the top-down region proposal with the rich features of convolu-
tional neural network computation to greatly improve the detection effect of ship objects.
The two-stage method can obtain desirable detection accuracy through region proposals,
but the shortcoming of this kind of algorithm is low real-time. To improve the real-time
performance of detection, a new two-stage detection model named Faster R-CNN [11] is
developed, which cleverly integrates feature extraction, region proposal, bounding box
regression, and classification into a unified network. To solve three imbalance problems,
including sample level, feature level, and objective level, Pand et al. proposed a new
detection method called Libra R-CNN [12], which can achieve better detection performance
without major changes in the network structure. By contrast, one-stage method, such
as RetinaNet [13], YOLO [14–16], and SSD [17,18], is dedicated to boosting the detection
efficiency at the expense of certain accuracy. Currently, the detection methods of the YOLO
family have become the mainstream of the one-stage detection method.

In the beginning, regardless of two-stage models or one-stage models, a large body of
anchor boxes should be preset in the process of object detection. Anchor-based methods,
such as Faster R-CNN, RetinaNet, and YOLO, can achieve proud detection accuracy
with the help of predefined anchor boxes but encounter trouble in the face of multi-scale
ship-detection tasks. The emergence of anchor-free methods such as fully convolutional
one-Stage (FCOS) [19] object detection based on pixel level prediction, you only look once
(YOLOX) [20], etc., not only overcomes the defects of anchor-based methods but also
simplifies the detection procedure in a sense. Later, Zhang et al. proposed an adaptive
training sample selection (ATSS) [21] to investigate the gap between anchor-based and
anchor-free detection. Zhu et al. proposed a feature selective anchor-free (FSAF) [22]
module to address the challenge of multi-scale objects.

Up to now, large quantities of deep learning-based detection methods have emerged
and achieved wonderful performance in the field of natural images. Nevertheless, due
to the diversity of ship scales and strong clutter interference in large-scale SAR scenar-
ios, it is infeasible to directly transfer existing detection models from computer vision to
SAR ship detection. To overcome these challenging problems, scholars have put much
effort into deep learning-based ship detection and proposed many ship-detection algo-
rithms with impressive results [23–27]. For instance, Cui et al. developed a new detection
framework named dense attention pyramid network to achieve multi-scale dense SAR
ship detection [28]. Based on CenterNet [29], Guo et al. developed a one-stage detector
called CenterNet++ to solve the problem of small-scale SAR ship detection [30]. Under the
framework of FCOS, Sun et al. proposed an anchor-free SAR ship detection method, which
redefined the positive and negative sample label-assignment method to reduce interference
from background clutter and overlapping bounding boxes [31]. Inspired by the benefits
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of the YOLOX framework, Wan et al. developed an anchor-free detection method called
AFSar to achieve ship detection in complex SAR scenes [32]. Hu et al. proposed a balanced
attention network (BANet) integrating local attention and global attention to promote the
performance of multi-scale SAR ship detection [33].

Although deep learning-based ship-detection methods have shown considerably supe-
rior detection results than the traditional detectors, there are still the following challenges
that scholars are still trying to explore and solve [34,35]. First, there is strong noise and
serious clutter interference in the process of ship feature extraction due to the mecha-
nism of SAR coherent imaging. Second, the diversity of ship scales, especially small-scale
ships in large-scale scenes, greatly increases the difficulty of detection. Finally, it is prone
to miss detection and false alarms inshore because of complex land clutter and densely
arranged ships.

In response to these intractable obstacles mentioned above, based on the anchor-free
detection framework, we propose a one-stage anchor-free detector named multi-level
feature-refinement anchor-free framework with a consistent label-assignment mechanism
in this article. The main contributions of this article are summarized as follows:

1. A one-stage anchor-free detector named multi-level feature-refinement anchor-free
framework with a consistent label-assignment mechanism is proposed to boost the
detection performance of SAR ships in complex scenes. A series of qualitative and
quantitative experiments on three public datasets, SSDD, HRSID, and SAR-Ship-
Dataset, demonstrate that the proposed method outperforms many state-of-the-art
detection methods.

2. To extract abundant ship features while suppressing complex background clutter, a
stepwise feature-refinement backbone network is proposed, which refines the position
and contour of the ship in turn via stepwise spatial information decoupling function,
therefore improving ship-detection performance.

3. To effectively fuse the multi-scale features of the ships and avoid the semantic aliasing
effect in cross-scale layers, an adjacent feature-refined pyramid network consisting of
sub-pixel sampling-based adjacent feature-fusion sub-module and adjacent feature-
localization enhancement sub-module is proposed, which is beneficial for multi-scale
ship detection by alleviating multi-scale high-level semantic loss and enhancing
low-level localization features at the adjacent feature layers.

4. In light of the problem of unbalanced label assignment of samples in one-stage anchor-
free detection, a consistent label-assignment mechanism based on consistent feature
scale constraints is presented, which is also beneficial in meeting the challenges of
dense prediction, especially densely arranged ships inshore.

The remainder of this article is organized as follows. Section 2 elaborates on key
components of the proposed multi-level feature-refinement anchor-free framework with a
consistent label-assignment mechanism. In Section 3, we conduct extensive experiments
on SSDD, HRSID, and SAR-Ship-Dataset to demonstrate the effectiveness of the proposed
method. Section 4 concludes this article.

2. Methodology

In this article, the proposed method is composed of three key components: (i) stepwise
feature-refinement backbone network, (ii) adjacent feature-refined pyramid network, and
(iii) consistent label-assignment mechanism, as depicted in Figure 1. In the following, the
theory and network architecture of each component are elaborated.
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Figure 1. Framework of the proposed method.

2.1. Stepwise Feature-Refinement Backbone Network

Under the framework of deep learning-based ship detection, the backbone network is
the essential component to extract the deep semantic features of the ship from large-scale
SAR scenes. In contrast to optical imagery and infrared imagery, the feature extraction
of SAR ship objects is particularly susceptible to background clutter and noise due to
the unique SAR imaging mechanism. Inspired by the existing work [36–38], this article
proposes a novel feature extraction method named stepwise feature-refinement (SwFR)
backbone network. Concretely speaking, we introduce the idea of stepwise feature refine-
ment into the backbone network to facilitate ship position regression and foreground and
background classification in complex SAR scenes. It is worth emphasizing that the differ-
ence between the proposed stepwise feature-refinement method and the existing work [36]
is that the proposed method not only considers the central region refinement to facilitate
object position regression but also refines the contour region to facilitate object detection.
Let F ∈ RC×H×W be the feature map of the ship object, where C denotes the number of
feature channels, W and H represent the sizes of the feature map in the horizontal and
vertical directions, respectively.

To highlight the contour of the ship object, we first decouple the spatial information
into the horizontal direction and the vertical direction through a one-dimensional max-
pooling operation. The features in different directions after decoupling can be expressed as:

Fx = max
y∈H

F(x, y) (1)

Fy = max
x∈W

F(x, y) (2)

where max(·) represents the maximum response operation, F(x, y)is the input two-dimensional
feature map, Fx and Fy are one-dimensional feature maps along two directions. The above two
operations can capture long-range dependencies along one spatial direction while acquiring
location information along other direction, which is conductive to helping the model more
accurately locate the object of interest.

Then, to encode spatial information in both the horizontal direction and the vertical
direction, we concatenate the features obtained in Equations (1) and (2) and send them into
a convolutional layer with the kernel size of 1×1, yielding:

Fs
M = σ(Conv(Concat(Fx, Fy))) (3)
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where Fs
M ∈ RC/r×(H×W), Concat(·) represents the concatenation operation, Conv denotes

the convolution operation, σ is a nonlinear activation function, and r is a compression ratio.
Afterward, Fs

M is split to obtain Fx
M ∈ RC/r×W and Fy

M ∈ RC/r×H along two different
spatial dimensions. In order to ensure that the number of channels of Fx

M ∈ RC/r×W and
Fy

M ∈ RC/r×H , is consistent with that of F, two 1×1 convolution operations are exploited
to transform Fx

M and Fy
M. The attention maps along different directions are then obtained

according to the following operation:

Ax
M = δ(Conv(Fx

M)) (4)

Ay
M = δ

(
Conv

(
Fy

M
))

(5)

where δ is the sigmoid activation function. The outputs Ax
M and Ay

M are utilized as attention
weights, respectively.

The above operations based on max-pooling can effectively locate the contour region
of the target along different spatial directions. Finally, the features after highlighting the
contour of the ship object can be expressed as:

Fc
out = F × Ax

M × Ay
M (6)

To highlight the center region of the ship object for effectively performing position
regression, we first decouple the spatial information into the horizontal direction and the
vertical direction through a one-dimensional average pooling operation. The features in
different directions after decoupling can be represented as follows:

F
′x =

1
H

H

∑
y

F′(x, y) (7)

F
′y =

1
W

W

∑
x

F′(x, y) (8)

where F′(x, y) is the input two-dimensional feature map, F
′x and F

′y are one-dimensional
feature maps.

Then, similar to ship contour refinement operations, the attention maps that can
highlight the ship center region along different directions can be obtained according to the
following formula:

Ax
A = δ(Conv(Fx

A)) (9)

Ay
A = δ

(
Conv

(
Fy

A
))

(10)

Finally, the features after highlighting the center of the ship object can be expressed as:

Fs
out = F′ × Ax

A × Ay
A (11)

The network architecture of contour region refinement and center region refinement
are shown in Figure 2. Considering that information such as contour and position are
low-level features of ship objects, we sequentially deploy the contour refinement function
and central region refinement function in the shallow layer of the backbone network.
In addition, we argue that the ship region is more prominent after contour refinement.
Based on the above analysis, the architecture of the SwFR backbone network is depicted in
Figure 2. The modules in the original ResNet backbone are shown in blue. {C2,C3,C4,C5}
are the feature maps extracted from the proposed backbone network at different levels.
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Figure 2. Stepwise feature refinement backbone network architecture.

2.2. Adjacent Feature-Refined Pyramid Network

Feature pyramid network (FPN) [39] is responsible for aggregating information across
levels so that the features at each level have abundant semantic information, which is
very conducive to multi-scale object detection tasks. However, existing ship detectors
with FPN suffer from two inherent shortcomings. On the one hand, the channel reduction
at the high-level information layers brings about the loss of semantic information. On
the other hand, miscellaneous cross-scale feature fusion may give rise to serious aliasing
effects. For this purpose, we propose an extended version of FPN named adjacent feature-
refined pyramid network (AFRPN), which consists of a top-down sup-pixel sampling-based
adjacent feature-fusion (SPSAF) sub-module and a bottom-up adjacent feature-localization
enhancement (AFLE) sub-module. The proposed AFRPN is located at the neck of the
detection network, i.e., in the second component, as shown in Figure 1. During training,
the two submodules are learned simultaneously to effectively utilize high-level semantic
information and low-level localization information.

In the top-down SPSAF sub-module, channel-wise attention is first deployed along
channels of different scales to adaptively select and highlight important channel features.
Afterward, we introduce sup-pixel convolution [40] instead of the traditional convolution
with the kernel size of 1 × 1 to execute channel transform and upsampling, which is
intended to mitigate channel information loss. Then, the convolutional operation with the
kernel size of 1 × 1 is exploited to adjust the dimension of channels to facilitate cross-layer
fusion of multi-scale features.

It is worth emphasizing that the fusion operation at different scales is only performed
on adjacent feature layers to mitigate the aliasing effects caused by miscellaneous feature
cross-layer fusion. To effectively integrate the semantic information between adjacent
feature layers, the convolutional operation with the kernel size of 3 × 3 is used, which is
also conducive to reducing the aliasing effects caused by the pixel-wise addition on the
feature maps. The overall architecture of the SPSAF sub-module is depicted in Figure 3.
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{C2,C3,C4,C5} are the input feature maps of the SPSAF module. To refine the features
along the channel level, we exploit a channel-wise weighting function defined in SENet [41].
Meanwhile, a convolution operation with a kernel size of 1×1 is used to adjust the number
of the features, i.e.,

C′
i = Fcwa(Ci), i = 2, 3, 4, 5 (12)

Ii = Φ
(
C′

i
)
, i = 2, 3, 4, 5 (13)

where Fcwa represents a channel-wise weighting function, Φ denotes the convolution
operation with the kernel size of 1 × 1.

The sub-pixel upsampling can convert low-resolution feature maps to high-resolution
feature maps by pixel rearrangement in a specific order [42]. Mathematically, the sub-pixel
upsampling operation can be defined as

PS(C′)x,y,c = C′
⌊x/r⌋,⌊y/r⌋,M·r· mod (y,r)+M·mod(x,r)+c (14)

where r denotes the upsampling factor, mod(·, ·) represents the operation of taking the
remainder, and PS(C)x,y,c denotes the output pixel on coordinates (x, y, c). Considering
that the upsampling operation is performed between adjacent feature layers, r is set to 2 in
this article. The output of the SPSAF sub-module is described as

Pi =


Ii,

Ψ(Ii + Φ(PS(C′
i+1))),

Ψ(Ii + PS(C′
i+1)),

Ψ(Ii + PS(Φ(C′
i+1))),

i = 5
i = 4
i = 3
i = 2

(15)

where Ψ represents the convolutional operation with the kernel size of 3 × 3.
To make full use of low-level information for accurately locating ship objects, an adja-

cency feature-localization enhancement (AFLE) sub-module is developed, whose network
architecture is illustrated in Figure 1. In the AFLE sub-module, the lower-level feature map
Pi−1 is first converted to the same size as the higher-level feature map Pi by the convolu-
tional operation with the kernel size of 3 × 3, and then the features between adjacent layers
are fused by concatenation operation along channel dimension, yielding:

Fi = Concat(Pi, Ψ(Pi−1)), i = 3, 4, 5 (16)

Afterward, we introduce the idea of attention [37] to highlight localization information
at both channel and spatial levels, i.e.,

F′
i = MC(Fi)⊗ Fi (17)

F′′
i = MS

(
F′)⊗ F′

i (18)
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where MC is a one-dimension channel attention map, and MS is a two-dimension spatial
attention map, their calculation process can be referenced in the literature [37]. Drawing
lessons from the merits of residual learning, the AFLE module reduces the channel of the
weighted feature map F′′

i to 256 dimensions through a convolution with the kernel size of
1 × 1, and then adds it to the residual block Pi. By so doing, an enhanced output feature
map Ri can be obtained. The overall output feature maps can be expressed as:

Ri =

{
Pi + Φ(F′′

i),
Ψ(Ri−1),

i = 3, 4, 5
i = 6, 7

(19)

We leverage three AFLE modules to obtain outputs {R3, R4, R5}, {R6, R7} are obtained
by the convolutional downsampling operations on R5.

2.3. Consistent Label-Assignment Mechanism

The definition and assignment method of sample labels can directly affect the training
efficiency and detection accuracy of the model. However, current anchor-free ship-detection
methods suffer from two deficiencies in terms of sample label assignment. One is that, in
some situations, the label definitions of positive and negative samples are semantically
confusing. Another is that the existing anchor-free ship-detection methods assign the
sample points in the overlapping area to the ground-truth (GT) box with the smallest
region, which is not suitable for detecting dense SAR ships with very close scales. To
this end, this article proposes a consistent label-assignment mechanism (CLAM) based
on consistent feature scale constraints to assign more appropriate and consistent labels to
samples, therefore promoting the detection performance of the model.

For each location (x, y) on the feature map Ri, its location mapped to the original SAR
image can be calculated according to the following formula:

(x1, y1) =
(⌊ s

2

⌋
+ xs,

⌊ s
2

⌋
+ ys

)
(20)

where s is the stride of the feature map Ri.
The location (x, y) is labeled as a negative sample if the corresponding point (x1, y1)

fails to fall inside any GT boxes. For those sample points that fall inside the GT box,
constraints should be set on the regression distance of these points. Herein, a 4-dimensional
vector (l∗, r∗, t∗, b∗) is defined, which is exploited to calculate the distance between the point
to the four sides of the GT box as the regression objective. Formally, if the location (x, y) is
associated with any GT box, where the GT box is described as B = (xmin, ymin, xmax, ymax)
by the coordinates of left-top and right-bottom corners, the regression objective for this
location can be expressed as:

l∗ = x1 − xmin
t∗ = y1 − ymin
r∗ = xmax − x1
b∗ = ymax − y1

(21)

As far as the existing anchor-free detectors are concerned (e.g., FCOS), the maximum
regression distance between the sample point and the four edges of the GT box needs to be
constrained, and the minimum and maximum regression range (mi−1, mi)(mi = 2mi−1, i =
4, 5, 6, 7) for each feature layer Ri are also set during the regression learning stage. Generally,
the regression ranges of the feature layers {R3, R4, R5, R6, R7} are set to [0, 64], [64, 128],
[128, 256], [256, 512], [512,+∞], respectively. For any sample point, if max(l∗, t∗, r∗, b∗) > mi
or max(l∗, t∗, r∗, b∗) < mi−1, it will be labeled as a negative sample and no longer performs
the bounding box regression in the feature layer Ri. It must be emphasized that a sample
point is defined as positive only if it satisfies both falling into the GT and feature layer
regression constraints.
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In the same ground-truth box, the constraint value max(l∗, t∗, r∗, b∗) for any positive
sample is variable, whose range must range from half of the longest side of the rectangular
box to the value of the longest side, i.e.,

max(l∗, r∗, t∗, b∗) ∈
[

max
(

h∗

2
,

w∗

2

)
, max(h∗, w∗)

]
(22)

where h∗ and w∗ are the height and width of the GT box, respectively, i.e.,

h∗ = ymax − ymin
w∗ = xmax − xmin

(23)

For a given GT box regression constraint, its length and width will probably fall into a
certain layer of constraint range. Specifically, it is subject to the following strict constraints:

max
(

h∗

2
,

w∗

2

)
< mi−1 < max(h∗, w∗) < mi (24)

Based on the constraint in Equation (24), it is bound to result in the sample points in
the same box being divided into two conflicting regions, i.e., the central region and the
boundary region. If so, this sample will be assigned to two feature layers with opposite
labels. Let v(x,y) = max(l∗, t∗, r∗, b∗) be the maximum value of the bounding box regression
constraint corresponding to the coordinate (x, y) in the GT box. The sample points are split
into the following regions:

Ri−1

 v(x,y) ∈
[
max

(
h∗
2 , w∗

2

)
, mi−1

]
⇒ ci−1

(x,y) = 1

v(x′ ,y′) ∈ [mi−1, max(h∗, w∗)] ⇒ ci−1
(x′ ,y′) = 0

(25)

Ri

{
v(x,y) ∈

[
max

(
h∗
2 , w∗

2

)
, mi−1

]
⇒ ci

(x,y) = 0

v(x′ ,y′) ∈ [mi−1, max(h∗, w∗)] ⇒ ci
(x′ ,y′) = 1

(26)

A simple example is presented in Figure 4, the sample points corresponding to v(x,y)

belong to the center region of the GT box, which are labeled as positive ci−1
(x,y) = 1 in the

feature layer Ri−1, but negative in other layers ci
(x,y) = 0. Moreover, the sample points

corresponding to v(x′ ,y′) belong to the boundary region of the GT box, which is labeled as
positive in the feature layer Ri but negative in other layers. Apparently, semantic confusion
appears in the Ri layer, which can give rise to conflicts in the calculation of classification
losses and adversely affect network training. To mitigate the negative impact of low-quality
sample points in the boundary region, the center sample strategy is adopted in FCOS,
which only takes the samples in the square region in the middle of the GT box as a positive
sample point. In other words, the confusion problem in the central region has not been
considered and resolved.

In terms of the above problem, we propose to assign sample points in the same GT
box to adjacent feature layers according to consistent feature scale constraints. Specifically,
the constraints are imposed on the maximum width and height of the GT box, where the
sample point is defined as u(x,y) = max(h∗, w∗) rather than on v(x,y) = max(l∗, t∗, r∗, b∗).
By doing so, the condition of u(x,y)/2 ≤ v(x,y) ≤ u(x,y) is satisfied for the sample points
inside the GT box. For each feature layer Ri, the corresponding constraint on u is relaxed to
[mi−1, 2mi]. Therefore, the constraint on positive sample points is defined as:

Ri

{
u(x,y) /∈ [mi−1, 2mi] ⇒ ci

(x,y) = 0
u(x,y) ∈ [mi−1, 2mi] ⇒ ci

(x,y) = 1
(27)
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Figure 4. Consistent Label-Assignment Mechanism.

In this way, the scale constraint range of adjacent feature layers may appear in the
form of partially overlapping intervals. If u(x,y) = max(h∗, w∗) of a sample point is in the
overlap interval, it can be assigned to the corresponding adjacent feature layer as a positive
sample, and as a negative sample in other layers.

In addition, aiming at the challenge that sample points are difficult to segment due
to the interference between dense ship objects with similar scales, the proposed method
segments sample points according to the shortest distance from the sample points to the
center point of the GT boxes. In this way, the assignment of sample points is more in line
with the location characteristics of the ship object. The distance between the overlapping
sample point (x, y) with the center point (xi, yi) of different GT boxes is defined as follows:

di =

√
(xi − x)2 + (yi − y)2 (28)

Furthermore, the proposed CLAM can be better combined with the center sample
strategy to enhance the central region positive samples. These two strategies are used in
combination in the training stage of our detector.

2.4. Loss Function

The total loss function of the proposed method is defined as follows:

L = 1
Npos

∑
x,y

{
Lcls

(
cx,y, c∗x,y

)
+ [c∗x,y > 0]Lreg

(
vx,y, v∗

x,y

)
+
[
c∗x,y > 0

]
Lcen

(
centernessx,y, centerness∗x,y

)} (29)

where Npos is the number of positive samples,
[
c∗x,y > 0

]
= 1 if c∗x,y > 0; otherwise,[

c∗x,y > 0
]
= 0. Lcls, Lreg, and Lcen represent the classification loss, the regression loss,

and centerness loss, respectively. In this article, the three components adopt focal loss
[13], GIoU loss [43], and binary cross-entropy loss [19], respectively. Among them, the
centerness is defined as follows:

centerness =

√
min(l, r)
max(l, r)

× min(t, b)
max(t, b)

(30)
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In the proposed method, the learnable parameters existing in the stepwise feature-
refinement backbone network, adjacent feature-refined pyramid network, and detection
head are represented as θb, θn, and θh, respectively. The entire parameter set for the whole
detection model is Θ = {θb, θn, θh}. In the training stage, the back-propagation method is
first leveraged to calculate the gradient ∇L(Θ), i.e., ∇L(Θ) = ∂L/∂Θ. Then, a stochastic
gradient descent (SGD) optimizer is applied to update the parameter set Θ. Mathematically,
the update process of Θ is as follows:

Θ̃ = Θ − η∇L(Θ) (31)

where Θ denotes the parameter set before update, Θ̃ is the parameter set after update, η
represents the learning rate of optimizer.

3. Experimental Results
3.1. Datasets Description

To assess the effectiveness of the proposed method, extensive quantitative and qual-
itative evaluation experiments are conducted on three publicly released datasets, i.e.,
SSDD [44], HRSID [45], and SAR-Ship-Dataset [46].

SSDD consists of 1160 SAR images with a total of 2456 ship objects. SAR images
in the SSDD dataset were acquired by Canadian RadarSat-2, German TerraSAR-X, and
European Space Agency (ESA) Sentinel-1 satellites under various imaging conditions, with
the resolutions from 1 m to 15 m. The size of each SAR image is not uniform, ranging from
about 400 to 600 pixels. As a matter of routine [47], image indexes with suffixes 1 and 9 are
selected as test data, and the rest are utilized for training. In the following experiments,
each SAR image is resized to 800 × 600 pixels.

HRSID is a high-resolution SAR image dataset widely used to evaluate ship detection,
semantic segmentation, and instance segmentation algorithms. HRSID dataset contains
5604 SAR images and 16951 ship instances acquired by ESA Sentinel-1B, German TerraSAR-
X, and German TanDEM-X satellites. For Sentinel-1B, the selected imaging mode is S3
StripMap, with a resolution of 3 m. For TerraSAR-X, the selected imaging modes are Staring
SpotLight, High Resolution SpotLight (HS) and StripMap with resolutions of 0.5 m, 1 m
and 3 m. For TanDEM-X , the selected imaging modes is HS with resolutions of 1 m. The
size of each SAR image is 800 × 800 pixels, which is resized to 1000 × 1000 pixels in the
following experiments. The whole dataset is randomly divided into a training dataset and
a test dataset in a ratio of 13:7.

SAR-Ship-Dataset is composed of 102 SAR images acquired by Chinese Gaofen-3
satellite and 108 SAR images from ESA Sentinel-1 satellite. The total number of ship objects
with various scales is 43819 in the SAR-Ship-Dataset. For Gaofen-3, the selected imaging
modes are Ultrafine StripMap, Fine StripMap 1, Full Polarization 1, Fine StripMap 2, and
Full Polarization 2, with the resolutions of 3 m, 5 m, 8 m, 10 m and 25 m, respectively. For
Sentinel-1, the selected imaging modes are S3 StripMap, S6 StripMap, and Interferometric
Wide swath(IW) mode, with the resolutions of 3 m, 4 m and 21 m, respectively. SAR-
Ship-Dataset is extensively used to evaluate ship-detection algorithm performance for
multi-scale objects and small-scale objects. Referring to previous studies [48], the entire
SAR-Ship-Dataset is divided in a ratio of 7:2:1 as training dataset, validation dataset, and
test dataset in turn. Each SAR image with the original resolution of 256 × 256 pixels is
resized to 512 × 512 pixels in the following experiments.

3.2. Experimental Settings

In this article, a stochastic gradient descent (SGD) optimizer is adopted to optimize
the proposed network. The learning rate of the optimizer is set to 0.0025. The Intersection
over Union (IoU) threshold of Non-Maximum Suppression (NMS) is set to 0.6 to strictly
filter bounding boxes. To ensure the consistency of hyperparameters between experiments,
the MMDetection 2.25.3 framework is selected for training and testing. The experiments
are conducted in a hardware environment with an NVIDIA GeForce RTX 3090 Ti GPU and
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AMD Ryzen 9 7950X 16-Core Processor CPU. All simulation experiments are implemented
in Python 3.8.17 with the PyTorch 1.13.0 framework.

3.3. Evaluation Metric

To assess the effectiveness and superiority of the proposed method in an all-round
way, two sets of evaluation criteria, i.e., Pascal visual object classes (Pascal VOC) [28]
and Microsoft common objects in context (MS COCO) [33] are adopted in this article.
Among them, Pascal VOC contains precision (P), recall (R), and F-measure (F1), which can
comprehensively evaluate the false alarm and missed detection of the detector.

Precision =
TP

TP + FP
(32)

Recall =
TP

TP + FN
(33)

F1 =
2 × Precision × Recall

Precision + Recall
(34)

where TP represents the number of correctly detected ships, FP represents the number
of falsely detected ships, and FN is the number of missed ships. Based on Precision and
Recall, the precision-recall (PR) curve can be plotted under the cartesian coordinate system.

MS COCO including six indicators (AP, AP50, AP75, APs, APm, APl ) is an important
index for evaluating the model to detect the multi-scale ship. Among them, AP50 and
AP75 represent the detection accuracy of the model when the threshold of IoU is set to 0.5
and 0.75, respectively. AP represents the average accuracy of the model when all values
are taken in the threshold range of IoU = 0.50 : 0.05 : 0.95. Literally, it is clear that APs,
APm, and APl can intuitively reflect the detection performance of the model for different
scale ship objects. To make it more concrete, the three indicators refer to small ship objects
(area < 322 pixels), medium ship objects (322 < area < 642 pixels), and large ship objects
(area > 642 pixels), respectively.

In addition, parameters (Params) and floating-point operations (FLOPs) are used to
evaluate the complexity of the detection model, and frames per second (FPS) are exploited
to evaluate the inference speed of the detector.

3.4. Ablation Experiment

To verify the effectiveness of each component of the proposed method, this section
conducts a series of ablation experiments on SSDD. Considering that the basic architecture
of the proposed method is consistent with FCOS, we choose FCOS as the baseline in the
following experiments. For brevity, the stepwise feature-refinement backbone network
is abbreviated as SwFR. According to the previous definition, the other two key compo-
nents are named AFRPN and CLAM, respectively. The detailed ablation settings and
experimental results are given in Table 1.

As can be observed from Table 1, each component of the proposed method contributes
to the improvement of ship-detection performance. Compared with the baseline, the detec-
tion performance of the proposed method is improved by a large margin in collaboration
with three components. Among them, APm, which has the least amount of improvement,
also increased by 2.3%. It is worth noting that compared with model 2, the APm of model
3 occurs a slight degradation, which illustrates that the performance improvement of the
proposed model requires the cooperation of multiple components rather than the sum of
the performance improvements of each component.

Moreover, a group of qualitative experiments are conducted to further demonstrate the
effectiveness of the proposed method. First, we consider three scenarios, i.e., the inshore
scene, river scene, and offshore scene in this experiment. The feature maps of the C3, C4,
and C5 layers of the backbone network in the three scenes are depicted in Figure 5, Figure 6,
and Figure 7, respectively, where the first row of each figure is the experimental results with
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ResNet as the backbone network, while the second row is the experimental results with the
proposed stepwise feature-refinement network as the backbone network. In Figure 5, Figure 6,
and Figure 7, the green and blue boxes represent GT and prediction boxes, respectively, the
red number indicates the IoU score of the detection box and GT box. From these visual
experimental results, one can see that compared with the classic backbone network, the
proposed method with a stepwise feature-refinement network can suppress the complex
background interference in inshore and rive scenes so as to accurately extract the contour
features of the ships. It is also clear that in offshore scenes, the proposed method has high
positioning accuracy for small-scale ships. It is also worth noting that the proposed method
can obtain IoU with higher scores, indicating that the proposed method can obtain high-quality
detection boxes.

Table 1. Ablation Experiments

SwFR AFRPN CLAM P R F1 AP AP50 AP75 APs APm APl

baseline × × × 93.9 92.5 93.2 58.9 94.3 67.2 55.1 65.3 57.4
model1 ✓ × × 94.2 94.0 94.1 59.8 95.2 69.8 55.5 67.0 58.6
model2 ✓ ✓ × 95.0 93.2 94.1 61.3 96.0 69.7 55.9 69.5 62.1
model3 ✓ ✓ ✓ 95.1 94.0 94.5 62.0 97.2 71.2 58.3 67.6 65.7
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Figure 5. The output features of the backbone network in different feature layers and IoU scores with
GT box (In inshore scene).
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Figure 6. The output features of the backbone network in different feature layers and IoU scores with
GT box (In river scene).



Remote Sens. 2024, 16, 975 14 of 22

 

     

     

                 GT                    C3                     C4                    C5                    result 

 

Baseline 

Proposed 

Figure 7. The output features of the backbone network in different feature layers and IoU scores with
GT box (In offshore scene).

Second, we qualitatively demonstrate the validity of the consistent label-assignment
mechanism. Concretely, the sample label values corresponding to different feature layers
are first converted to masks and then covered to the area where the original image is located,
in which the colored area is a positive sample, and other areas are a negative sample. It
should be noted that different colors correspond to different GT boxes, which are displayed
as green boxes in Figure 8. The assignment of sample labels for layers P3, P4, and P5 are
shown in Figure 8, where the first row and the second row are the results of the baseline
FCOS and the proposed CLAM method, respectively. For a more direct comparison, the
center sample strategy is not included here. Evidently, for the same GT box, the baseline
assigns the center area as a negative label in the higher-level feature layer, but the center
sample of the ship in the densely arranged area may be assigned to the positive sample of
the neighboring ship. In contrast, the proposed method can ensure the consistency of the
semantic information at the adjacent feature level, especially in the ship center region, so
that it can cope with dense prediction, especially for densely arranged ship scenes.

    

    

                    GT                    P3                     P4                    P5 

 

 

如图所示，我们对比了 FCOS 和所提出的一致性样本标签分配策略的可视化结果，将不同特

征层上对应的样本标签值转换为 mask，并覆盖到原图所在的区域，彩色区域为正样本，其

他为负样本，不同的颜色表示对应到不同的 GTbox，我们对比了两种方法的样本标签在 P3，

P4，P5 三个特征层上的分配情况，可以看出，针对同一个 GTbox，在高一级特征层上，fcos

将中心区域分配为负标签，而在密集排列区域，可能会将某船舶的中心样本分配成为邻近船

舶的边缘正样本，相对来说，我们所提出的一致性标签分配策略能够更好的保证样本在邻近

特征层级上的语义信息的一致性，特别是保证目标的中心区域语义的一致性，而对密集排列

船舶，也能更好的将其进行区分。 

Figure 8. Visual results of sample label assignment in different feature layers.

3.5. Contrastive Experiments

To manifest the feasibility and generalization capability of the proposed method,
extensive comparison experiments are conducted on SSDD, HRSID, and SAR-Ship-Dataset,
respectively. To illustrate the superiority of the proposed method, many state-of-the-art
deep learning-based detection methods are exploited as competitors in the following
contrastive experiments. To be specific, two-stage detection methods of the R-CNN series,
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i.e., Faster R-CNN [11], Libra R-CNN [12] are employed as comparison methods in the
following experiments. One-stage detection methods, such as fully convolutional one-stage
(FCOS) [19] object detection based on pixel level prediction, adaptive training sample
selection ATSS [21], feature selective anchor-free (FSAF) [22] detection model, YOLOX [20]
from the YOLO series, balance attention network (BANet) [33] are employed as competitors
in the following experiments. In what follows, experimental results on three datasets are
discussed in detail.

3.5.1. Experimental Results on SSDD

The experimental results on SSDD are listed in Table 2. In terms of YOLOX, other
indicators except APl are inferior to those of the proposed method. In particular, AP50 of
the proposed method is 2.2% higher than that of YOLOX. It is gratifying that the detection
performance of the proposed method is also much better than that of two-stage detection
methods, namely Faster R-CNN and Libra R-CNN. It can be seen from Table 2 that the
proposed method is superior to all competitors. Moreover, the corresponding PR curve
of each method is presented to reveal the effectiveness of the proposed method from
another perspective, as depicted in Figure 9. One can see that the area under the curve
corresponding to the proposed method is the largest among all methods, which further
reveals that the proposed method has outstanding detection performance.

Table 2. Performance Comparison of Different Methods on SSDD.

Method Backbone P R F1 AP AP50 AP75 APs APm APl
Params

(M)
FLOPs

(G) FPS

Faster R-CNN [11] ResNet-101 94.9 90.8 92.8 59.6 94.4 69.9 55.8 65.7 60.4 60.1 141.6 47.2
Libra R-CNN [12] ResNet-101 91.9 91.6 91.7 60.3 94.2 69.7 56.2 67.0 61.6 60.4 142.1 45.5

ATSS [21] ResNet-101 95.0 91.9 93.4 58.4 94.6 65.0 52.9 67.0 60.4 50.9 131.9 47.4
YOLOX [20] CSPDarknet-53 94.2 93.8 94.0 61.2 95.0 69.6 57.3 66.8 67.2 54.2 92.2 67.1

FSAF [22] ResNet-101 95.1 92.0 93.5 56.6 94.0 65.0 52.6 63.4 58.4 55.0 132.3 47.7
FCOS [19] ResNet-101 93.9 92.5 93.2 58.9 94.3 67.2 55.1 65.3 57.4 50.8 129.6 48.8
BANet [33] ResNet-101 93.9 91.9 92.9 58.7 94.9 67.3 55.4 64.9 54.3 63.9 147.0 35.2
Proposed SwFR 95.1 94.0 94.5 62.0 97.2 71.2 58.3 67.6 65.7 58.7 167.2 36.1
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Figure 9. PR curve of each method on SSDD.
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3.5.2. Experimental Results on HRSID

The experimental results on HRSID are given in Table 3. Apparently, it can be seen from
Table 3 that each evaluation indicator of each method decreases to varying degrees on HRSID
compared with the experimental results on SSDD. One main reason for this phenomenon
is that in the publicly released HRSID, there are more complex SAR scenes with multiple
resolutions and polarization modes, complex sea states, and more coastal ports.

Table 3. Performance Comparison of Different Methods on HRSID.

Method Backbone P R F1 AP AP50 AP75 APs APm APl
Params

(M)
FLOPs

(G) FPS

Faster R-CNN [11] ResNet-101 91.7 82.0 86.5 62.2 86.1 71.4 63.3 63.8 14.2 60.1 289.2 26.2
Libra R-CNN [12] ResNet-101 87.4 78.4 82.7 60.3 83.7 68.2 61.3 63.2 10.5 60.4 290.3 26.1

ATSS [21] ResNet-101 89.9 78.7 84.0 61.5 86.3 68.8 62.6 65.0 16.9 50.9 284.1 26.2
YOLOX [20] CSPDarknet-53 90.8 77.8 83.8 62.8 85.8 71.9 66.2 51.8 1.7 54.2 198.8 35.9

FSAF [22] ResNet-101 89.0 82.9 85.8 61.5 88.6 69.4 62.2 63.8 13.5 55.0 285.0 26.7
FCOS [19] ResNet-101 89.5 80.3 84.7 60.7 86.4 67.6 62.0 61.6 14.7 50.8 279.2 26.5
BANet [33] ResNet-101 89.1 82.0 85.4 53.6 88.7 62.0 55.3 53.1 12.4 63.9 302.0 19.0
Proposed SwFR 92.2 83.9 87.3 66.4 90.3 75.4 68.0 68.9 33.3 58.7 360.2 19.5

As can be seen from Table 3, the evaluation indicators of the proposed method are the
best among all methods. Especially for multi-scale ship detection, the APs, APm, and APl of
the proposed method can reach 68.0%, 68.9%, 33.3%, respectively, which are 1.8%, 3.9%, and
16.4% higher than the best indicators among all competitors. Figure 10 plots the PR curve
of each method. From the experimental results in Figure 10, one can see that the area under
the curve corresponding to the proposed method is larger than that of any comparison
method, indicating that the proposed method can obtain optimal detection performance.
Based on these convincing experimental results, it follows that the proposed method is
significantly competitive for multi-scale ship object detection in complex SAR scenes.
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Figure 10. PR curve of each method on HRSID.

3.5.3. Experimental Results on the SAR-Ship-Dataset

Evaluation experiments are conducted on the SAR-Ship-Dataset to investigate the
generalization of the proposed method. The experimental results are listed in Table 4.
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Table 4. Performance Comparison of Different Methods on SAR-Ship-Dataset.

Method Backbone P R F1 AP AP50 AP75 APs APm APl
Params
(M)

FLOPs
(G) FPS

Faster R-CNN [11] ResNet-101 94.9 93.7 94.3 61.4 96.0 71.1 56.4 67.8 51.6 60.1 82.7 68.4
Libra R-CNN [12] ResNet-101 94.6 94.1 94.3 63.7 95.9 75.0 58.4 70.1 53.3 60.4 83.0 66.7

ATSS [21] ResNet-101 95.2 94.7 94.9 63.8 96.5 74.5 58.5 71.1 64.8 50.9 71.0 70.9
YOLOX [20] CSPDarknet-53 94.6 90.5 92.5 56.8 93.4 62.1 51.3 64.3 43.2 54.2 49.7 102.8

FSAF [22] ResNet-101 91.1 92.9 91.9 59.5 94.8 66.9 54.7 65.7 62.2 55.0 71.3 71.4
FCOS [19] ResNet-101 95.5 95.0 95.2 63.2 96.6 74.6 57.9 70.5 64.1 50.8 69.8 73.4
BANet [33] ResNet-101 96.2 94.2 95.2 62.9 96.9 72.4 57.2 70.2 60.2 63.9 79.2 52.0
Proposed SwFR 96.2 96.2 96.2 67.6 97.3 80.5 61.1 75.1 64.9 58.7 90.1 53.8

First, it can be easily observed that the proposed method outperforms the two-stage
detection methods, i.e., Faster R-CNN and Libra R-CNN in all aspects of performance.
Second, one can see that the F1 score of the proposed method is higher than that of each
one-stage detection method. For multi-scale ship object detection, the proposed method
appears to have significant advantages in large scenes, especially for small-scale and
middle-scale ship object detection. From a quantitative point of view, APs and APm of
the proposed method are 2.6% and 4% higher than those of the best indicators among all
competitors, respectively. In terms of large-scale object detection, the performance of the
proposed method is better than or comparable to that of each competitor. Likewise, the
PR curve of each method is plotted in Figure 11. One can see from Figure 11 that the area
under the curve corresponding to the proposed method is still the largest. In view of the
above qualitative and quantitative results and analysis, it can be inferred that the proposed
method has a powerful generalization ability in SAR ship object detection tasks.
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Figure 11. PR curve of each method on SAR-Ship-Dataset.

From the experimental results on three SAR datasets, it can be seen that the proposed
method is the best compared to all competitors in terms of detection accuracy, but its
complexity and inference time are slightly inferior to each comparison method. In fact, we
all know that this experimental phenomenon is expected. How to strike a balance between
model complexity and accuracy is a topic to be discussed in future work.
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3.6. Visual Results and Analysis

To further demonstrate the effectiveness of the proposed method, the detection results
obtained on three datasets are shown in Figures 12–14, in which the blue box, yellow box,
and red box indicate the correct detection result, the missed detection result, and the false
alarm, respectively. Due to space constraints, this section only presents the detection results
of Faster R-CNN, YOLOX, ATSS, FCOS, and our method in different scenarios.

(a) (b) (d) (e)(c)

Figure 12. Visualization results of ship detection for each method in different SSDD scenarios.
(a) Faster R-CNN, (b) YOLOX, (c) ATSS, (d) FCOS, (e) Our method.

(a) (b) (d) (e)(c)

Figure 13. Visualization results of ship detection for each method in different scenarios on HRSID.
(a) Faster R-CNN, (b) YOLOX, (c) ATSS, (d) FCOS, (e) Our method.



Remote Sens. 2024, 16, 975 19 of 22

(a) (b) (d) (e)(c)

Figure 14. Visualization results of ship detection for each method in different scenarios on
SAR-Ship-Dataset. (a) Faster R-CNN, (b) YOLOX, (c) ATSS, (d) FCOS, (e) Our method.

Figure 12 shows the detection results of each method on SSDD, where the detection
results of inshore ships, densely arranged ships, and offshore ships are shown, respectively.
From the visual results in Figure 12, one can see that both FCOS and ATSS appear the missed
detection, while YOLOX and Faster R-CNN fail to thoroughly suppress land interference,
resulting in a higher false alarm rate in inshore scenes. The number of ATSS and FCOS
missed ships is relatively high. Faster R-CNN has a low missed rate but a high error
rate, while YOLOX is comparable to the proposed method in densely arranged scenes. In
offshore scenes, all methods except Faster R-CNN perform satisfactorily.

Figure 13 displays the ship-detection results of the river ships, inshore ships, and
offshore ships on HRSID. It can be observed that in the river scenes, YOLOX and Faster
R-CNN have more false alarm ships, while ATSS and FCOS have more missed detection
ships. In inshore scenes, the number of missed ships using the proposed method is the
lowest compared with competitors. Moreover, one can see that the number of missed ships
using the proposed method is less than that of FCOS and ATSS, which is comparable to
that of Faster R-CNN in offshore scenes.

The experimental results on the SAR-Ship-Dataset are shown in Figure 14, where ship-
detection results in inshore, offshore, and complex interference scenarios are presented.
From Figure 14, one can see that ATSS and FCOS occur in the phenomenon of missed
detection. Faster R-CNN has more false alarms for small-scale ships, and YOLOX performs
poorly in complex scenes. In contrast, whether there are false alarms or missed detection,
the proposed method is the least among competitors.

The above qualitative experimental results in various scenes further manifest the
advantages and potential of the proposed anchor-free detection method in SAR ship
detection tasks.
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4. Conclusions

In this article, a novel SAR ship detection method named multi-level feature-refinement
anchor-free framework with consistent label-assignment mechanism is proposed. The
novelties of this article can be summarized into three aspects. First, a stepwise feature-
refinement backbone network is developed to refine the position and contour of the ship
object, therefore highlighting ship features while suppressing complex background clutter
interference. Second, an adjacent feature-refined pyramid network is devised to allevi-
ate multi-scale high-level semantic loss and enhance low-level positioning information,
which is very beneficial to multi-scale ship object detection. Third, a new label-assignment
method based on consistent feature scale constraints, dubbed a consistent label-assignment
mechanism, is proposed to assign labels to the samples rationally, which can boost the
detection accuracy of ship objects, especially for densely arranged ships. Experimental
results show that the proposed method outperforms all competitors, and the AP of the
proposed method on SSDD, HRSID, and SAR-Ship-Dataset is 0.8%, 3.6%, 3.8% higher than
that of the best competitor, respectively.
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