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Abstract: Early detection of cascading failures phenomena is a vital process for the sustainable
operation of power systems. Within the scope of this work, a preventive control approach imple-
menting an algorithm for selecting critical contingencies by a dynamic vulnerability analysis and
predictive stability evaluation is presented. The analysis was carried out using a decision tree with
a multi-parameter knowledge base. After the occurrence of an initial contingency, probable future
contingencies are foreseen according to several vulnerability perspectives created by an adaptive
vulnerability search module. Then, for cases identified as critical, a secure operational system state is
proposed through a vulnerability-based, security-constrained, optimal power flow algorithm. The
modular structure of the proposed algorithm enables the evaluation of possible vulnerable scenarios
and proposes a strategy to alleviate the technical and economic impacts due to prospective cascading
failures. The presented optimization methodology was tested using the IEEE-39 bus test network and
a benchmark was performed between the proposed approach and a time domain analysis software
model (EMTP). The obtained results indicate the potential of analysis approach in evaluating low-risk
but high-impact vulnerabilities in power systems.

Keywords: power system vulnerability assessment; preventive control; critical contingency selection;
decision tree-based stability evaluation

1. Introduction

Power system (PS) operation is a consumption–generation balancing act where oper-
ational costs aim to be minimized traditionally. In order to preserve the balance, system
operators are obliged to take action in order to prevent cascading failures which might also
lead to partial or total blackouts [1,2]. Thus, PS operators need to prepare emergency plans
which requires a detailed analysis of their system including various aspects [3]. This phe-
nomenon was also proven in recent blackout events, such as those in India and Turkey [4],
where blackouts of whole electrical grids were caused due to operational failures, and
the South Australian Transmission Grid failure which was due to insufficient analysis
of vulnerabilities as a result of extreme weather conditions [5]. Any critical component
failure may have negative impacts on system operational costs due to the ramp-up/down
of generators or unserved energy penalties [6–9]. In practice, PS planners design the grid
to be sufficient to cope with contingencies by allocating adequate reserves in generator
production and transmission lines to provide a certain level of redundancy in case of pre-
estimated critical contingencies [10,11]. However, as the system further expands from its
original design, the implementation of additional reserves/capabilities is limited mostly by
economic and environmental constraints, which weaken the hand of the PS operators (PSO)
while keeping the system within the limits defined in power quality standards [12,13]. If
a disturbance continues and required corrective action is not implemented, the system is
expected to be drawn in an emergency state for which boundary limits are exceeded and as
a result, the power system stability will be distorted [14–17]. Under these circumstances,
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PSOs should take sufficient measures in order to maintain a secure operation, which might
include load shedding and partial islanding as an alternative solution to prohibit a total
blackout in the system [18–22].

In power system analysis, power flow optimization is known to be a critical topic
attracting the attention of many researchers. Although several attempts have been made
to model large-scale systems, none have proven to be completely successful [14,23]. The
problem complexity arises not only from the problem size but also the complex non-
linear dynamics of power systems. Most of the traditional OPF problems involve classical
contingency constraints mainly relying on the electrical parameters of the system [17,18].
Steady-state security analysis is also a commonly used tool for determination of possible
limit violations after credible outages [16,24]. However, as the grid complexity increases, the
possible combinations of N-k contingencies drastically increase, which makes the analysis
very time consuming, and makes real time analysis and online decision-making analysis
almost unpractical [9,16]. Furthermore, as the cascading failure develops in a dynamic
nature, steady state approximations become less reliable in predicting the behavior of the
distorted system [25,26]. In such cases, transient stability analysis techniques and real-time
transient models are implemented for obtaining a better system representation. However,
as the dimension of the studied system enhances, implementation of time-domain analysis
might become impractical due to grid complexity.

Most of the available work on contingency analysis studies uses exhaustive search and/or
Monte Carlo simulation techniques to try and determine the worst contingencies [14,27,28]. For
most of the N-2 contingency evaluation studies, electrically coupled pairs are generally used as
a special case, such as after a line trip due to an initial fault, a neighboring or a parallel line
dropping out of service due to overload, or a relay trip [17]. This type of approach provides
a straightforward and reasonable way of determining the most probable contingencies in a
classical manner. However, this approach might shadow contingencies due to new threats
known as intentional attacks (cyber or physical) and adverse weather impacts.

Some recent studies [3,5,29] on power system vulnerability analysis are based mainly
on topology and flow-based methods. Topology-based methods tend to be strongly depen-
dent on grid topology, which sometimes does not discover the ongoing active phenomena
inside. In flow-based approaches, energy balance equations and physical properties of
the system are more important. However, as the system dimension expands, the solution
complexity will also increase, which makes analysis inefficient. The techno-economic
results of intentional attacks on transmission lines are demonstrated in [9], which indicates
the necessity for PSOs to optimize their system to be resilient against such conditions.
Critical equipment determination generally targets impacts due to single branch failure
or randomly generated subsets. In [28], the proposed algorithm aims to select multiple
contingency groups which can result in cascading failures. However, in these approaches
there is a risk that the worst blackouts will not be detected and that high impact, small
subsets will not be covered. In [7,8], the proposed methods are dependent on identifying
over-limits and loss of loads but do not cover the complete process of disturbances. In [29],
the impact of random line failures on grid vulnerability is studied, and it is concluded that
small and large failures can induce similar performance loss in robustness. In [30], the
overall vulnerability assessment of the power grid is made via structural and operative
vulnerability indices defined for buses.

In our study, a different perspective of preventive control is presented by implementing
a critical contingency selection algorithm through a dynamic vulnerability analysis module
and a decision tree-based model stability evaluation with a multiple parameter knowledge
base. In Section 2, the methodology of the solution approach is presented. In summary, for
each critical scenario, an adaptive rescheduling and load shedding algorithm is used which
considers operational and non-operational vulnerabilities for lines while bus loadings
randomly changed within the ±20% range. The secure system state is derived from
the decision tree (DT) evaluation module using key performance indices as prediction
parameters. Then, the critical point for the system where stability deteriorates is detected.
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At this point, a corrective security-constrained and genetic algorithm-based optimal power
flow (CSC-OPF) is implemented to determine the secure system settings via optimizing the
generator active power output and load shedding if necessary. In Section 3, the developed
methodology is tested using the IEEE-39 bus network and a benchmark is made between
the proposed approach and time domain analysis software (EMTP) model for showing
the effectiveness of the method in the determination of the stability deviation point for the
tested contingency sequence. The details of the CSC-OPF algorithm and a sample result of
the secure system state transfer cost calculation is presented for a specific contingency case.
In Section 4, a brief discussion on findings and future work is presented.

2. Methodology

Within the scope of this study, a vulnerability analysis tool is developed enabling the
user to define various operational scenarios for the selected test cases via the developed
graphical user interface. Initially, a user can choose the test case for analysis with the
required operational constraints and later can calculate the performance indices defined
in Table 1. Then, the program provides the user individual (operational (OPI), intentional
attack (TAI), adverse weather (AWI)) and total vulnerability indices (TVI) and related line
rankings corresponding to their relevant vulnerability type. As a result, the vulnerability
analysis program (VAP) selects the most credible contingency cases, thus narrowing the
possible contingency subsets.

Table 1. Performance indicators used as DT predictors.
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After this selection, with the help of a decision tree-based security analysis module,

the impact of each selected contingency on system stability is evaluated. According to the
results obtained from the CSC-OPF module, the program tries to optimize the generator’s
active power settings to obtain the best fitness value defined by overall cost function. If
system limit constraints are still violated, load shedding is implemented for transferring
the system to a more secure state which enables convergence in PF. The cost of the system
for current operational status and the cost of transfer to a more secure state is calculated
via the secure transfer cost (STC) calculation module, and if a feasible result is obtained,
secure system transfer conditions are applied by the decision support module.
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2.1. Contingency Selection

In contingency selection, direct and indirect methods are widely used [4]. The con-
tingency impacts defined in terms of performance indices (such as active/reactive power
and voltage level variations) are regarded as direct methods [5]. However, some critical
contingencies were reported because of natural calamities, malicious attacks, or malopera-
tions [6,18–20]. Thus, in order to represent real system conditions a broader approach is
needed. Our approach also considers non-technical parameters, which have previously
been defined as non-operational performance indices [31,32]. With the help of the proposed
vulnerability evaluation module, critical contingencies were selected according to the total
vulnerability evaluation (TVE) module where operational and non-operational constraints
are used in the determination of the most vulnerable points in terms of operational, adverse
weather, and intentional attack considerations. Thus, instead of investigating all mathe-
matically possible combinations, such as those made in a brute-force contingency analysis,
a narrowed contingency subset was obtained using a fuzzy interference system which
reduced the analysis time drastically. Then, for each credible contingency a fitness value
for an objective function was evaluated, which aims to keep the load shed at minimum
level while maintaining low bus voltage deviations and transmission system losses. After
determining the optimal system configurations for each contingency from the reduced
subset, the optimum generator set points, and if necessary, other relevant control actions
such as load shedding, were determined. By doing so, the system will be able to be survive
after the occurrence of any critical pre-defined contingency, thus preventing cascading
failures and partial blackouts in the system.

2.2. Decision Tree-Based Security Analysis

Decision trees for classification are an effective artificial intelligence tool for solv-
ing high-dimensional classification problems [20]. The principal motivation is to form
a predictive model of the system that covers all possible operational scenarios [25]. The
complicated classification problems are converted to a set of inequality equations composed
of pre-defined predictor parameters or their linear combinations [17,23].

During the training process of decision trees, a minimum of 10 times more than
the number of degrees of freedom model is required to cover all possible contingencies
and operational scenarios [33]. If the training set is large enough, the quality of the
obtained results will be good (the details of training and dataset creation are presented
in Section 2.5.2). In this module, base scenario and contingency scenarios are studied
using prediction results described as secure or insecure where scenarios are obtained
via loading variations under line outage conditions considering 2 consecutive losses in
the same time frame. The predictors are derived from contingency- and severity-based
performance indices. Their combinations and parameter details are given in Table 1 and
the methodology is described in [34].

In this work, the MATLAB R2021a statistical and machine learning toolbox [35] was
used for the creation of classification trees in order to interpret the relationship between
the prediction variable and target variable values, which was system stability in our
case. Classification trees are the foundation for other, similar machine learning algorithms
implementing different applications of decision trees. Classification trees, which were
described first in [34], are used as a decision tree analysis method. In this approach,
decision trees are used where each node becomes a split point for a predictor variable.
The final convergence of the test network under various operational conditions is used
as a stability indicator, and performance indicators (PI) described in Table 1 are used as
predictor variables.

2.3. Main Algorithm for Decision Support

The proposed decision support tool given in Figure 1 performs as follows:

• Topological system information (i.e., switch status, line/bus outages) and electrical
parameters are obtained to determine the initial operating point (OP) of the system.
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• The environmental and weather forecast-related information is obtained and assumed
to be changing in accordance with different zones defined for the test network.

• With this initial information, a total vulnerability evaluation of the system, including
operational, environmental, and adverse weather-related indices, is made in order to
select the most vulnerable parts of the system [34]. The probable and possible risks
are combined to provide a more comprehensive contingency analysis of the system
under study.

• From each module located in the basic vulnerability module/evaluation (BVE), a stack
based on TVR is formed for which the size is determined according to the system
operation requirements set by TSO.

• From each stack, total vulnerability ranking (TVR) modules provide separate subsets
of vulnerable lines.

• Then, a pre-check of system security and stability is made via the critical contingency
check module considering load variations at time step (∆t = τ). If any critical con-
tingency which requires immediate action is detected, the base critical contingency
check (Base C3) module for rescheduling is applied in order to shift the system to a
more secure operating point (OP_0′). Otherwise, the system is kept around the initial
operating point while updating results obtained from BVE.

• After occurrence of the initial contingency, the test system is transferred to a new
operating state (if the system satisfies basic N-1 requirements, if not it is expected that
the results from the BVE are transferred to a secure operating point) which is described
as disturbed operating point-1 (OP_1).

Then, the proposed standard vulnerability evaluation module (SVE) determines an
updated ranking for the operational constraints to detect the most vulnerable parts of the
system according to operational/electrical parameters, and the first subset of operational
performance ranking (OPR) is provided.

• Finally, a comprehensive check of system security and stability is made via the critical
contingency check (C3) module while updating the information received from SVE
and considering the load variation uncertainty. Similarly, if any critical contingency
is detected from N-1 contingency scenarios for which the candidates are prepared
by SVE, the rescheduling and load shed (RLS) algorithm first tries rescheduling the
available generators. If the reserve generation capability is not enough, then the
proposed algorithm sheds the load according to the selection methodology proposed
in the next section.

2.4. C3-RLS Algorithm

The proposed critical contingency check module is a DT-based system security evalu-
ation method. The knowledge base of the module produced by the scenario generation
module for which the operator can easily define various system operating conditions
including load variations and pre-outaged components.

The flow process for the C3-RLS module is described in Figure 2.

• The standard vulnerability evaluation module online monitors the system status and
other weather- and intrusion-related information. As the system conditions change
above the predefined limits, the output stacks of the related vulnerability ranking
modules are updated automatically. Each module presents a separate critical line
list accordingly.

• Then, all candidates are stacked in the critical contingency pool to be analyzed via
the proposed decision tree stability (DTS) evaluation module. In the DTS module, a
stability analysis is carried out for which details are presented in part 2.5. Initially,
generator re-dispatch values are determined for the foreseen instability. If rescheduling
is not enough, loads are shed according to the indices computed via the power flow
contribution matrix. The optimal values are calculated via the corrective security-
constrained AC optimal power flow (CSC-OPF) algorithm.
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In addition to operational costs based on generator active power, market prices related
to the ramp up and down of generators, load shed, or unserved customer penalty costs are
also foreseen in this module.

The knowledge-based decision support tool provides the best what-if operational
scenarios and tries to optimize and transfer the electrical test system to a more secure state.
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2.4.1. Corrective Security-Constrained OPF Algorithm

The implemented corrective security-constrained optimal power flow (CSC-OPF) is
based on an optimization approach using a genetic algorithm (GA) for finding the best com-
bination of corrective actions and MATPOWER as power system equation solver. According
to the objective function defined in (1), the GA implements an iterative search aiming mini-
mize the costs for each system state change from u0 to uk due to the
kth contingency:

min
u0→uk

{ f (uk) + z(uk)} (1)

z(uk) =

(
wLoL × pLoL,k + wVb × ∆Vb,k + wVbct ,k × ∆Vbct ,k + wPL ,k ×

PL,k

PL,0

)
(2)

subject to:
g(x0, u0, y0) = 0

h(x0, u0, y0) ≥ 0

g(xk, uk, yk) = 0
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h(xk, uk, yk) ≥ 0

|uk − u0| ≤ ∆umax

where f (uk) is the system operating cost, z(uk), defined in (2), is the performance fitness
function for the system state change, g(x,u) represent equality constraints for power flow
equations, and h(x,u) includes system inequality constraints for which the details are
described explicitly in [36].

2.4.2. Load Shed Selection

In case of generation inadequacy where the existing reserves cannot meet load demand
requirements, a load shedding action is employed according to the protection strategy
of the power system. The type of load (critical or uncritical) is one of the most common
approaches in selection of the first group of loads to be separated from the system. If the
power system operator has a bunch of loads to be selected, one of the proper shedding
sequence methods is defined according to the load participation matrix [7]. For a pre-
defined amount of load separation, those which alleviate branch flows the most are selected
for decreasing the stress level of the transmission system. The quantity of the load shed is
defined in (3) and (4):

∆Pshed = αshed × ∆Vavg (3)

∆Vavg =
1
τ

tk∫
t0

(V(tk)−V(t0))dt (4)

where αshed is the empirical factor relating the amount of load to be shed to the average
voltage drop for the time frame of state change.

2.5. Knowledge Base and DT Rules Generation
2.5.1. Creation of Knowledge Base

With the help of the developed n-K contingency case generator tool given in Figure 3
and according to topological and pre-defined environmental configuration, datasets can be
created by load scaling iterations for representing several variations in loadings for any
IEEE test system whose data is available in MATPOWER. For each scenario the performance
indices are calculated, and the convergence result of load-flow is defined as output flag
(0/1) to be used in the DT analysis tool.

2.5.2. Decision Tree Formation

For the creation of the learning dataset to be used as a base input for DT, the perfor-
mance indices defined in Table 1 were calculated for base (no contingency), N-1, and N-2
contingency cases under±20% load changes for a 100-case per system configuration, which
creates 108,200 cases for the IEEE-39 bus network available in MATPOWER 7.1 [37]. In
order to create the optimal DT for security evaluation, the MATLAB statistical and machine
learning toolbox was used. The obtained DT for each studied case is given in Figure 4 and
the DT rules defining the security boundaries are presented in Table 2, respectively:
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2.6. Secure State Transfer Cost Calculation

For each selected contingency, the RLS module computes the proposed values for
the generators, and if necessary, the loads to be shed. Defining the initial generator active
power values as Pg,i, the proposed values are denoted as P’g,i. The generic generation cost
function given in (5) is as follows:

Cgen = a * P2
g,i + b * Pg,i + c; (5)

For which the relevant coefficients are defined in the MATPOWER case data file (i.e.;
a = 0.01, b = 40, c = 0). The cost of the secure system transfer (CSST) is defined as (6):

CSST = Cgen ∗∑ng
i Pgi +Cup ∗∑ng

i ∆upPgi +Cdown ∗∑ng
i ∆downPgi +Cshed ∗∑ Pshed (6)

where Cgen is the base generation cost/MWh, Cup is the ramp-up cost/MWh, Cdown is the
ramp-down cost/MWh, and Cshed is the load shed penalty cost/MWh. The cost coefficients
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were determined heuristically according to the generic market costs available in [38], which
can be modified via the developed GUI of the CSC-OPF module as given in Figure 5.
Operational unit costs are defined as multiples of the standard production cost (SPC) which
is atually the average hourly production cost defined in terms of $/MWh.

Table 2. DT rules defining security boundary for IEEE-39.

Order Rules Result

1 Vb_s < 12.256 and Ang_c ≥ 0.619 INSECURE

2 Vb_s < 12.256 and Ang_c < 0.619 and Ang_s ≥ 2.404 INSECURE

3 Vb_s < 12.256 and Ang_c < 0.619 and Ang_s < 2.4 and
Qg_c < 0.281 INSECURE

4 Vb_s < 12.256 and Ang_c < 0.619 and Ang_s < 2.4 and
Qg_c ≥ 0.281 SECURE

5 Vb_s ≥ 12.256 and Ang_c < 0.499 and Vb_c < 0.0766 INSECURE

6 Vb_s ≥ 12.256 and Ang_c < 0.499 and Vb_c > 0.076 and
P_c < 83.029 SECURE

7 Vb_s ≥ 12.256 and Ang_c < 0.499 and Vb_c > 0.076 and
P_c > 83.029 INSECURE

8 Vb_s ≥ 12.256 and Ang_c > 0.499 and Pg_s < 16.524 INSECURE

9 Vb_s ≥ 12.256 and Ang_c > 0.499 and Pg_s ≥ 16.524 and
Ang_c < 0.778 SECURE

10 Vb_s ≥ 12.256 and Ang_c > 0.499 and Pg_s ≥ 16.524 and
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3. Simulation and Results

The proposed analysis approach was tested on an IEEE-39 bus test network [11]
for which implemented analysis tool developed in MATLAB. The system performance
indices for IEEE-39 were calculated as given in Figure 6, in which OPI indicates operational
performance impact indices, TAI indicates terrorist attack impact indices, AWI indicates
the adverse weather impact indices, and TVI represents total vulnerability indices of the
respective line outage obtained via fuzzy inference evaluation of three initially calculated
indices for which the formulations are already defined in [34]. According to these rankings,
the TSO analyst can choose the best-fitting vulnerability scenario that they would like to
analyze depending on the specific vulnerability type. If they have no specific vulnerability
interest they can choose the traditional analysis type, which is OPI-based analysis, or
can choose all vulnerabilities included in a broader and possibilistic sense, which is TVI-
based analysis.
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From the performance indices ranking, the total vulnerability ranking of 10 of the most
critical lines is obtained. The contingency evaluation results for the IEEE-39 bus test system
is obtained from the decision support module. The user interface is given in Figure 7 and
the summary of the results is given in Table 3. This module enables the user to monitor
two consecutive line outage contingencies at the same time.

3.1. Contingency Ranking and Stability Evaluation

In order to analyze higher N-k, where k ≥ 3 the user can define these contingencies in
the base case scenario definition, i.e., for analyzing k = 5, the base case conditions should
be set to N-3 system conditions.

For the IEEE-39 test network, the selected operational performance indices-based
contingencies, the obtained important PIs, and the loss of load (LoL) variations are given in
Figure 8. It is observed that the IEEE-39 bus test system stability deteriorates after the N-4
contingency level. At this point, the specific contingency case must be benchmarked in a
time domain analysis software to validate the critical contingency detection approach.
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Table 3. Worst contingencies for IEEE-39 based on TVI ranking.

Order Line ID From–to Bus DT
Evaluation

Vulnerability
Type

Isolated Bus
Number

1 27 16–19 Insecure OPI 4

2 32 19–20 Insecure OPI 2

3 44 26–29 Secure TAI -

4 34 20–34 Insecure TAI 1

5 46 28–29 Insecure OPI -

6 4 2–25 Insecure AWI -

7 2 1–39 Secure TAI -

8 43 26–28 Secure AWI -

9 39 23–36 Insecure TAI 1

10 38 23–24 Secure TAI -

The foreseen cascading failure sequence was modeled in EMTP software [39] to
obtain the dynamic behavior of the system based on generator active power outputs and
rotational speeds. The connectivity diagram of the test model created within the developed
interface with the most critical contingencies indicated in accordance with the dominant
vulnerability types (OPI, AWI, TAI), as shown in Figure 9. For simulating the component
outages, disconnectors are added to the relevant branches.

In order to simulate the consecutive cascading failure behavior, each component
outage is assumed to occur at each 200 ms, respectively. The simulated behavior for the
transient system model is modeled in an EMTP environment. Throughout the simulation,
the active power output of the generators is given in Figure 10 and the rotational speed
variation of the generators are presented in Figure 11.
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Figure 8. Performance indicators with respect to N-k contingencies (k = 1 to 10).
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As can be seen in Figure 9, the system stability starts to substantially deteriorate after
the fourth (N-4) contingency, which corresponds to the 0.8 to 1.2 s interval zone shown in
Figures 10 and 11. It is seen that after the sixth contingency, the severity related operational
performance (OPI_s) and the number of limit violation indices (#LV) begin to change
substantially. We can also observe slight changes in similar critical performance indicators,
such as the related contingency operational performance (OPI_c), loss of load (LoL), and the
number of isolated buses (#IB). It can be concluded that although the proposed algorithm is
based on a steady state analysis tool where operational scenarios are defined in accordance
with several N-k contingencies and load variations, by coupling it with decision tree
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evaluation using performance indices as predictive parameters, the proposed algorithm
predicts good results for the detection of instability. It is also worth noting that the critical
point where the generator angles start to deviate from original values (around t = 1.2 s),
as seen in Figure 11, coincides with the N-6 contingency case shown in Figure 9 where
deterioration of stability is clear.
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3.2. Secure System State Transfer

For the N-k contingency analysis implemented according to the total vulnerability
ranking, it was found that six contingencies resulted in an insecure state, and four of those
also resulted in a bus isolated from the system. The line loadings and bus voltage deviations,
being the most vulnerable cases, create a basis for improved constraints for the CSC-OPF
problem. The genetic algorithm search aims to minimize the fitness objective applied
to solve this corrective security-constrained OPF problem function, defined in Equation
(1). Generator active power outputs are considered as main variables for optimization,
which are represented as real numbers in the search space but are limited by the minimum
and maximum limits of generators’ active power. For candidate selection, the roulette
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selection type was used and scattered crossover and adaptive mutation were applied to
the candidates that formed the search space. The GA performance is very dependent on
the predefined crossover (Pc) and mutation (Pm) probabilities. The GA performance for
various crossover and mutation probabilities was tested for Pc = 0.6 to 0.9 and Pm = 0.001 to
0.01 and the ideal results, which have a faster convergence behavior, were obtained for the
following algorithm parameters; Ngen: 50, Nsize: 50, Pc: 0.8, and Pm: 0.01. As the system
size is relatively small, it is observed that the proposed GA fitness function (defined in
Equation (1)) reaches an almost optimum solution after the 30th generation. The mean and
best possible solution candidates reached the same fitness value, as it can be seen from
Figure 12.
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As a numeric example, after the N-k contingency is selected, which includes outage of
most vulnerable line (line-27/connecting buses 16 and 19), the CSC-OPF module calculates
the new settings for generators as given in Table 4.

Table 4. New operational set points for generators after most credible contingency.

Gen-ID Pset Pinit Pmin Pmax

1 667.48 250 0 1040

2 414.06 677.87 0 646

3 375.82 650 0 725

4 594.78 632 0 652

5 655.75 650 0 687

6 400.3 560 0 580

7 285.46 540 0 564

8 653.54 830 0 865

9 1040.9 1000 0 1100

Accordingly, the cost comparison of the systems when secure system transfer condi-
tions are applied or not is shown in Figure 13. It is observed that by transferring the system
to the proposed secure operating point using the CSC-OPF algorithm, although generation
costs are slightly increased by avoiding the unserved energy (load shed) cost, the overall
system operational cost is decreased by 20.4% for this specific contingency case.
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Figure 13. Cost comparison of SST operation with base (not applied) case in IEEE-39 network for the
applied contingency scenario.

4. Results and Conclusions

In this study, a new preventive control approach is presented which implements critical
contingency selection using a practical vulnerability search analysis and a decision tree-
based stability evaluation module with a multi-variant parameter knowledge base. Using
non-operational vulnerability indices, the proposed decision support system is expected to
assist PSOs in making critical decisions for transferring the power system configuration to
be resilient against the possible and probable contingencies which may lead to cascaded
failures. By using the proposed methodology, the cascading failure withstand level of
the system is expected to improve by transferring the system to a more secure operating
point. In this study, it is also shown that although generator operational costs are slightly
increased, the unserved energy costs due to load shedding can be alleviated, and as a result,
more than 20% of the total system operation cost can be reduced in the specific contingency
case. Furthermore, the validity of the stability deterioration detection approach was shown
with the benchmark made using a commercial PSA software tool. Using this approach,
we proposed a method that anticipates system stability during consecutive failures using
the results obtained from steady state AC-OPF analysis, combined with decision trees,
using presented performance indices iteratively. By implementing the proposed approach,
users can understand several equipment outage scenarios based on vulnerability rankings,
visualize the impacts of resulting outages, and estimate the operational cost of systems
where a secure system transfer is considered or not.

The main contributions of this paper are as follows: (1) it introduces an approach
for critical contingency selection considering operational and non-operational vulnera-
bilities jointly; (2) it studies a decision tree-based power system stability evaluation with
a multi-parameter knowledge base where a corrective security-constrained and genetic
algorithm-based OPF algorithm is used; and (3) it provides a contingency evaluation tool
for system operators to quantify the impacts due to specific component outages arising
from several vulnerabilities.

With the help of such knowledge-based decision support tools providing direct con-
solidated information from internal and external vulnerabilities, the load dispatch center’s
resilience capability is expected to be improved and PSOs will be capable of testing their
disaster scenarios and understand the impacts of possible corrective maneuvers beforehand.
In future work, the proposed algorithm will be tested on a more realistic network model
with daily and seasonal load variations imposed.

Author Contributions: Methodology, E.A. and M.B.; Software, E.A.; Validation, E.A.; Investigation,
E.A. and M.B.; Data curation, E.A.; Writing – original draft, E.A.; Writing – review & editing, M.B.;
Supervision, M.B. All authors have read and agreed to the published version of the manuscript.



Sustainability 2023, 15, 6691 17 of 19

Funding: This research received no external funding.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: No new data were created.

Conflicts of Interest: The authors declare no conflict of interest.

Nomenclature

Indices
l line index
i bus index
g generator index
Constants
nline total number of lines
nbus total number of buses
ngen total number of generators
N formulation parameter (i.e., 2)
wP overloading weight factor
wb bus voltage weight factor
wg generator active/reactive power weight factor
wang angle weight factor weight factor
wVb bus voltage deviation weight factor
wLoL loss of load weight factor
wLoG loss of generation weight factor
wVb,ct bus voltage violation weight factor
wPLoss active power loss change weight factor
Pl-max max active power of lth line
Pg,max max. active power of ith generator
Qg,max max. reactive power of ith generator
∆Pshed amount of load shed
Variables
Pl active power of lth line
Vi voltage level of ith bus
Vbc base case voltage of ith bus
Vmin minimum voltage of ith bus
Vmax maximum voltage of ith bus
Qg reactive power of ith generator
Pg active power of ith generator
∆Vb total bus voltage deviation in p.u
∆Vb-ct number of bus voltage limit violation
islbus total islanded bus number
PL,0 base case power loss
PL;k kth contingency case power loss
PIP active power performance index
PIV voltage performance index
PIPg generator active power performance index
PIQg generator reactive power performance index
PIAng load angle performance index
PILoL percentage of load shed p. index
PILoG percentage of lost generation p. index
PIIB isolated bus number performance index
OPIctg contingency based operational p.index
OPIsev severity based operational p.index
∆Vavg average voltage drop
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