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Abstract: Condition assessment for critical infrastructure is a key factor for the wellbeing of the
modern human. Especially for the electricity network, specific components such as oil-immersed
power transformers need to be monitored for their operating condition. Classic approaches for the
condition assessment of oil-immersed power transformers have been proposed in the past, such
as the dissolved gases analysis and their respective concentration measurements for insulating
oils. However, these approaches cannot always correctly (and in many cases not at all) classify the
problems in power transformers. In the last two decades, novel approaches are implemented so
as to address this problem, including artificial intelligence with neural networks being one form
of algorithm. This paper focuses on the implementation of an adaptive number of layers and
neural networks, aiming to increase the accuracy of the operating condition of oil-immersed power
transformers. This paper also compares the use of various activation functions and different transfer
functions other than the neural network implemented. The comparison incorporates the accuracy
and total structure size of the neural network.

Keywords: dissolved gas analysis; neural networks; adaptive algorithm

1. Introduction

The term power quality of electricity is one of the most discussed in the last decades.
Modern lifestyle, developed through technological evolution, leads to an increased demand
for electrical power. Additionally, the continuous development and installation of renew-
able sources in combination with distributed power generation and the high penetration
of electrical vehicles and power electronics have led to the change of the load behavior
from resistive to capacitive. Additionally, the effective transmission of electricity plays
a key role for the future power grid and its stability. New approaches to this field have
been proposed [1]. However, existing electricity networks have been designed many years
ago, obligating the equipment to work to the limits, and to operate under capacitive loads
(exceeding initial design specifications). These two key factors are usually responsible
for the malfunction and failure of critical power equipment such as power transformers.
The majority of power transformers are of the oil-immersed type mainly due to their high
utilization, in the sense that they offer high electric power management (voltage step-up or
step-down) with small size in comparison to other power transformer types such as the dry
type. The main reason that a power transformer malfunction is the deterioration of its insu-
lation. Power transformers are devices that transport and distribute the electrical energy
point to point by voltage step-up or step-down. The transportation is achieved through the
high voltage and ultra-high voltage electrical transportation system with typical voltage
levels higher than 150 kV. At these voltage levels, the insulation is stressed due to the
high electrical field, the deterioration rate being dependent on the current insulation and
environmental conditions (usually temperature, humidity, surface dust, and UV radiation).
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Knowledge of the insulation conditions can render significant results regarding the lifetime
of a power transformer, as it is closely related to the insulation lifetime.

The condition assessment of the insulation is of great importance for the high and
medium power transformers. As already mentioned, these transformers are of the oil-
immersed type making these devices extremely complicated of the physicochemical re-
actions that take place inside them, affecting the insulation’s condition. The insulation is
comprised of solid insulation parts such as the bushings, the windings’ external insulation,
the craft paper, liquid insulation, and the insulating oil. Many key parameters can be mea-
sured concerning the insulating parts of power transformers, with the most common being
the DGA (Dissolved Gas Analysis) of the insulating oil, the tangent delta (tan d) or power
factor, partial discharges, and insulation resistance [2,3]. DGA is the most widely applied
technique in modern monitoring systems, and the application can be achieved either online
or offline. This technique is based on the analysis of the insulating oil for the existence
of specific key gases. These gases are hydrogen (H2), oxygen (O2), nitrogen (N2), carbon
monoxide (CO), carbon dioxide (CO2), methane (CH4), ethane (C2H6), ethylene (C2H4),
acetylene (C2H2), propane (C3H8), and propylene (C3H6) [4]. The existence of different key
gases in the oil and varying concentrations reveals different kinds of insulation-related prob-
lems. These key gases are usually utilized in the form of ratios, as several DGA techniques
propose. The most known DGA analysis techniques are the IEC ratio method, Doerenburg
ratio method, Rogers’ ratio method, and Duval’s triangle method. The IEC and Roger
ratio methods use ratios C2H2/C2H4, CH4/H2, C2H4/C2H6, whereas the Doerenburg ratio
method uses ratios CH4/H2, C2H2/C2H4, C2H2/CH4, C2H6/C2H4, and the Duval’s trian-
gle uses the gases CH4, C2H4, and C2H2. DGA analysis techniques are probably the most
important tools for the condition assessment of power transformers. However, they should
not be applied independently but as a supportive tool to the condition assessment [5–12].

From past experience [13–15] when the application of DGA methods has not proved
conclusive, the correct diagnosis of an insulation problem has therefore failed. For this
reason, new techniques in the field of condition assessment have been applied in the last
two decades. These techniques emanate from the novel and vast scientific area of Artificial
Intelligence (AI) [6,7,9,12,16]. The use of AI techniques is not limited to the DGA for the
condition assessment of electricity networks: they can also be applied in other scientific
areas of the electricity network including the economic operation of power grids using load
frequency control [17] and profit maximization of renewable power producers [18].

The combination of machine learning with DGA analysis techniques leads to better
results compared to the solution without machine learning. Such combinations include
the Duval triangle; ANN without hidden layers [6]; IEC ratio and Rogers ratio methods
combined with ANN [7]; back-propagation ANN (BPNN); extreme learning machine–radial
basis function (ELM–RBF); fast computed Neural Networks; Support Vector Machines
(SVM) [12]; and Fuzzy Logic [9,16]. However, most of the research [6,7,9,12,16] illustrates
simulations for standard artificial intelligence techniques configurations and structures
with no explanation or verification of the structure selection. Such an example is the
selection of the number of hidden layers and the neurons’ inputs and outputs. Accuracies
presented in the said simulations reach up to 88.04% in training data for BPNN with slow
computation time, and 86.12% in training data for SVM with fast computation time. The
solution presented in this article achieves an accuracy of 86.6% with the training data but
with the neural network’s structure parameters calculated automatically without extra
human research effort. This manuscript proposes a first approach to the construction of
an algorithm which selects an optimized value for many parameters like the hidden layers’
number value and the number of neurons for each layer. This algorithm, which is presented
in Section 3 in detail, describes the application of such a technique called Multilayer Neural
Network (MLNN). This technique requires a set of input parameters to export a specific
result. Its work operation is described in the following section. The proposed MLNN
receives the values of the specific gases described above as inputs while it is able of problem
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recognition that may exist in the oil–immersed power transformer. The possible problems
can be:

â Partial Discharge
â Spark Discharge
â Arc Discharge
â High—Temperature Overheating
â Middle—Temperature Overheating
â Low—Temperature Overheating
â Low/Middle Temperature Overheating

The data and the above-mentioned states were collected by the IEEE DGA datasets [19].
The use of these datasets requires the knowledge that the transformer may be in a fault
state and the MLNN proposed can be used as an auxiliary diagnosis tool.

This paper is structured into five sections. Section 1 being the Introduction, the cur-
rent state of the DGA in power transformers and Artificial Intelligence is presented. In
Section 2 there is a reference to machine learning and artificial intelligence, and a more
detailed description of the MLNNs. Section 3 describes the adaptive algorithm imple-
mented for the NN structure selection. In Section 4, the results of the applied algorithm are
presented followed by comparison, while Section 5 describes the resume of the manuscript
and future optimization proposals.

2. Artificial Intelligence

The engineering community has made a significant shift in the last two decades toward
the designing and building of machines that can think and act like a human brain. In other
words, programming machines to develop intelligence is currently a popular trend. The
scientific area that examines this effort is called “Artificial Intelligence” (AI) and can be
considered as a computer science branch which is divided into many subareas due to the
recent surge in research on this field. Figure 1 illustrates the sub-branches of AI [20–24].
The basic concept of AI is the description and the design of agents that receive stimuli from
the environment and perform actions. The basic subareas of AI are perception, machine
learning, robotics, natural language processing, reasoning, decision making, and expert
systems. Many readers and scientists usually confuse the term machine learning with the
term AI; however, as is clear from Figure 1, machine learning (ML) is a kind of AI [20].

In this paper, the application of a specific method of AI is used to categorize the status
of oil-immersed power transformers. This method is named Neural Networks (NN) and, as
indicated in Figure 2, this method belongs to the ML subarea [20,22,24]. Machine learning
is divided into two subcategories, the first one includes supervised learning methods,
while the other includes unsupervised learning methods. Both methods aim to render
an answer to a specific problem such as the one regarding the power transformer’s oper-
ating conditions. By using these techniques, any problem can be solved, but some kind
of input data is necessary. The idea is to build a prediction system that, through a process
called “Training”, maps the inputs to particular outputs, much like a human is trained to
perform tasks. The system is started out in this training process with no knowledge of the
issue or the solution. This system is fed with input and corresponding output data and
its internal structure is modified until it achieves a satisfactory percentage of success. In
the case of the problem of the operating condition of oil-immersed power transformers,
the input data can be the gases produced inside the transformer due to the overloading,
and the output data could be the condition characterization such as “overheating”. In the
case of supervised learning algorithms, they develop predictive models based on input
and output data, which means that these algorithms use specific training sets to train the
system whereas unsupervised learning methods group and interpret the data, only based
on the input data, which means that no training sets are required [21].
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Figure 1. Artificial intelligence categorization [20,22–24].

Figure 2. Machine learning categorization [20,22,24].
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As the NN is the method used in this paper, a swift introduction of it is of great
importance to its main description and the main parameters that affect it. Neural networks
are processing structures that consist of simple processing units working in parallel. These
structures have the advantage of storing experimental knowledge for future use. This
knowledge is retrieved by the environment through a learning process, while the connec-
tion between the different simple processing units is dependent on factors called “weights”,
and they are used for storing acquired knowledge. There are many reasons for the selection
of NN as the method of solution of a problem such as the nonlinearity, the input-output
mapping, the adaptivity, the evidential response, the fault tolerance, and the VLSI imple-
mentability. Nonlinearity arises due to the construction of NNs and the interconnections of
the simple processing elements. The input-output mapping is the property of the NN to
learn how to calculate the output using the inputs and altering the weights’ values through
a learning processing (supervised learning). Adaptivity arises through the capacity to
change the weights of the interconnection of NN structure because of the surrounding
environment. The evidential response, in the case of pattern classification, is the ability
not only to select a specific pattern but also the level of confidence in the decision made.
Additionally, the implementation of NNs on hardware leads to fault-tolerant structures,
while the parallel connected nature of simple elements makes NNs capable to implement
in hardware modules such as VLSI (Very Large Scale Integrated) chips [25].

A simple processing element constructing NNs, called neuron, is presented in Figure 3.
A neuron is structured by three basic elements:

â Connecting links: Connect the inputs of the neuron to the adder (next element of the
structure) through a weight.

â Adder: Sums all the values come from the connecting links
â Activation function: Applies a function of one variable, with this variable’s value

being the result of the adder unit.

Figure 3. The basic structure element of neural networks, called neuron.

In Figure 3 the neuron has m + 1 inputs, x1 to xm, the bk called bias, and an output yk.
In some cases, the bias is referred to as input without a weight, but its manipulation as
an input with a weight helps the mathematical analysis. The output range is in the range of
[0, 1] or [−1, 1]. The x is referred to as the input variables of the problem while the bias
increases or lowers the net input of the activation function, depending on whether it is
positive or negative, respectively. The output of the adder is a signal uk while the output yk
is the result of the activation function when the value of its variable is uk. In mathematical
terms it can be written as:

uk =
m

∑
j=1

{
wkj · xj

}
(1)

yk = ϕ(υk) (2)
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Many activation functions can be used with the most known being the step or threshold
function and the sigmoid function with varying slope parameter. Tables 1 and 2 present
possible activation functions and loss functions respectively, that could be used in NN
according to the literature [26,27].

Table 1. Most known activation functions in NNs [26,27].

Function Name Function

Threshold function f (x) =
{

1 , x ≥ 0
0 , x < 0

Sigmoid function f (x) = 1
1+e−x , x ∈ (−∞,+∞)

Tanh f (x) = 2 · sigmoid(2x)− 1 = sinh(x)
cosh(x) = ex−e−x

ex+e−x

(Rectified Linear Unit) ReLU f (x) =
{

0 , xi < 0
x , x ≥ 0

Leaky ReLU f (x) =
{

a · x , x < 0
x , x ≥ 0

where a small real number (e.g., 0.01)

Parametric Relu f (x) =
{

ac · x , x < 0
x , x ≥ 0

where a real number

Exponential Linear Unit (ELU) f (x) =
{

a · (ex − 1), x < 0
x , x ≥ 0

where a is a real number

Piecewise Linear Deformable Exponential Linear
Unit (PDELU)

f (x) =


x , x > 0

a ·
(
[1 + (1− t) · x]

1
1−t − 1

)
, x ≤ 0

where a, t are real numbers. Parameter a controls the negative slope of function, and parameter t controls the
degree of deformation

Swish
f (x) = x

1+e−βχ

where parameter “β” is a learnable parameter

Mish f (x) = x · tanh(ln(1 + eax))
where parameter “a” is a learnable parameter

TanELU f (x) = ReLU(x) + a · tanh(x)
where parameter “a” is a learnable parameter

S-shaped ReLU (SReLU)
f (x) =

tl + al
(
x− tl

)
, x ≤ tl

x , tl < x < tr

tr + ar(x− tr), x ≥ tr

where a is a real number and tl, tr, al and ar are four learnable parameters

Adaptive Piecewise Linear Unit (APLU)
f (x) = ReLU(x) +

n
∑

c=1
ac ·min(0,−x, bc)

where ac and bc are real numbers

Mexican ReLU (MeLU)
f (x) = PReLUc0 (x) +

k−1
∑

j=1
cj · ϕ

aj ,λj (x)

where k is the number of learnable parameters for each channel, cj are the learnable parameters, and c0 is the
vector of parameters in PReLU

Gaussian ReLU (GaLU)
f (x) = PReLUc0 (x) +

k−1
∑

j=1
cj · ϕ

aj ,λj
g (x)

where k is the number of learnable parameters for each channel, cj are the learnable parameters, and c0 is he
vector of parameters in PReLU

Soft Root Sign (SRS)
f (x) = x

x
a +e
− x

β

where α, β are nonnegative learnable parameters

Soft Learnable f (x) =

{
x , x > 0

a · ln
(

1+eβx
2

)
, x ≤ 0

where α and β are nonnegative trainable parameters

Splash
f (x) = APLUa+i ,bi

(x) + APLUa−i , bi
(−x)

where αi, βi are learnable parameters

SoftMax
f (x) = ex

∑n
j=1 ex

where n is the number of classes (possible outcomes)
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Table 2. Loss functions for NN.

Function Name Expression

Quantifying Loss L( f (x(i); W), y(i))

Empirical Loss J(W) = 1
n

n
∑

i=1
L( f (x(i); W), y(i))

Binary Cross Entropy Loss J(W) = − 1
n

n
∑

i=1
y(i)log

(
f (x(i); W)

)
+(1− y(i)) log

(
1−

(
f (x(i); W)

))
Mean Squared Error Loss J(W) = 1

n

n
∑

i=1

(
y(i) − f (x(i); W)

)2

where f (x(i); W) is the predicted value and y(i) is the actual value.

The application of NN as a problem-solving approach requiring the decision of
a specific structure for the NN. There are three basic structure categories for NN.

â Single–Layer Feedforward Networks
â Multilayer Feedforward Networks
â Recurrent Networks

In the Single–Layer Feedforward Networks there is a unique layer of neuron nodes
that accepts the inputs and produces the outputs, as Figure 4 presents. The outputs of the
layer do not feedback and for this reason, this structure is called also feedforward. The
input layer (small rectangles) is not considered a layer because there is no computation
performed there.

Figure 4. The single—layer feedforward network.

The multilayer feedforward network structure is an extension of the single-layer
feedforward network. In this case, as Figure 5 presents, except for the input layer and
the output layer, there is an intermediate layer of nodes which computes the output. The
intermediate layer (the layer with the four nodes) is called the hidden layer and inside its
nodes a series of internal NN computations take place. A multilayer feedforward NN can
have many hidden layers, while their number is limited by the application and the machine
which runs the NN. As in the case of single—layer feedforward structure, the computations
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and the total information start from the input layer and conclude at the output layer with
no feedback loops.

Figure 5. The multilayer feedforward network.

The last basic structure is the Recurrent Networks, and a simple structure is illustrated
in Figure 6. The main difference between a recurrent network and a feedforward network
is that in the recurrent networks there is at least one feedback loop. In the structure
in Figure 6, there is a unique layer of neurons, no hidden layer, and each neuron feeds
the inputs from the output signals. Furthermore, in this structure there is no feedback
from its neuron to itself, which means there is no self-feedback loop. An extension of
this structure is presented in Figure 7 where there are hidden neurons. The existence of
feedback loops in recurrent neural networks affects the learning capability of the network
and its performance. Additionally, there are unit-time delays in the feedback loops leading
to nonlinear dynamic systems.

Figure 6. Simple recurrent network structure with one layer with feedback from output to the inputs
and without self-feedback.
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Figure 7. Recurrent network structure with hidden neurons.

Here, the case of multilayer feedforward neural networks is selected for the solution of
the problem of the operating condition of power transformers through the use of key gases
measured in the oil as the inputs of the neural network. The multilayer feedforward neural
network will be referred to as MLNN for the rest of this paper. The structure of MLNN
presented in Figure 5 makes use of Equations (1) and (2) for each one of the neurons and
layer. The inputs of each neuron in each layer are multiplied by a weight factor applied on
the transition from the previous layer, and there is a sum for all these multiplications inside
each neuron. The result is fed in the activation function as a variable while the output feeds
the inputs of the next layer and so on. The weight values of an MLNN are not random, but
are computed through an important feature of the performance of MLNN procedure called
training. For the description of the basic operation of the training procedure, it is of great
importance to present a notation about the characterization of nodes for the input; hidden
and output layers; and about the notation of the weights. For this aim, a general structure
of MLNN is shown in Figure 8 with the notation of neurons and weights. The weights can
also be written in matrix form, shown in Equation (3).

The training procedure is perhaps the most critical point for the development of
MLNNs. The basic idea of the training procedure is feeding the network with inputs, for
which the output is known, and comparison of the calculated output of the network to the
real output. The percentage of correct comparisons shows the performance of the network
design. In this context, the existence of training datasets of the form [inputs, outputs] is
of critical importance. The computation of the performance of MLNNs comes through
loss functions. Table 2 presents the most well-known loss functions. The quantifying loss
function measures the cost incurred from incorrect predictions, the empirical loss function
measures the total loss over the entire dataset, the binary cross entropy loss is used with
models that their output is a probability between 0 and 1, while the mean squared error
loss can be used with regression models whose outputs are continuous and real numbers.

w =

w(1)
11 . . . w(0)

11
. . . . . . . . .

w(1)
ml . . . w(0)

rk

 (3)
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where wij
(h) is the weight of the transition from neuron i of the h-ist layer to neuron j of the

(h + 1)-ist layer. The number of neurons can differ from layer to layer and so the matrix w is
not an orthogonal matrix. However, for the simplicity of mathematics, in the points of the
matrix without weights the matrix is filled with zeros.

Figure 8. General structure MLNN with weights’ notation.

Independently of the loss function use during the training procedure, the main aim
during the design phase of NNs is the minimum loss, or in other words, loss optimization.
This final aim is the result after appropriate selection of the network weights, while the
minimum of the loss function can be found after the calculation of its first derivative. To
achieve this optimization, the initial weight values must be known. For this reason, the
training procedure starts with some random weight values for a specific MLNN structure
(a specific number of layers and neurons per layer). Then, the process of training starts
repeatedly until the calculated outputs approach the real outputs for all the training datasets.
The algorithm generally applied consists of the following five basic steps:

â Initialize weights randomly (for example ~N(0, σ2))
â Loop until convergence

â Compute the gradient ∂J(W)
∂W

â Update the weights according to the equation:

W ←W − η
∂J(W)

∂W
(4)

â Return weights

The calculation for new weight values is achieved through backpropagation calcula-
tions starting from the outputs to the inputs and applying the chain rule for the calculation
of specific sub gradients and internal weights. The parameter “η” in Equation (4) is well
known as the “training rate” parameter and its selection is critical for correct weight calcu-
lation and total NN performance. The selection of low learning rates has the disadvantage
of slow convergence and the algorithm presented above lags due to false local minima
points, while many updates of the weight values are required. On the other hand, high
learning rates can lead the algorithm to unstable situations and large divergencies, as
Figure 9 illustrates.



Energies 2023, 16, 54 11 of 17

Figure 9. Effect of value for learning rate. (a) Low learning rate; (b) right learning rate; (c) high
learning rate.

Some neural network terms that must be well understood for the correct weight
selections are epochs, iterations, and batches. As already mentioned, in NN the network
learns by reading the input datasets and making calculations through the entire structure.
Nevertheless, this process does not take place once, but repeatedly. An epoch is the part
of the learning cycle in which the trained NN uses all the training data once. This means
that a full NN training process consists of a few epochs. The training data in each epoch
are partitioned into packets several times. This number of separate partitions is called
“batches” and each batch consists of several training samples. An increase in epochs does
not guarantee better network performance.

Epoch selection is critical for the correct fitting of the input datasets. Wrong epoch
number selection can lead to overfitting or underfitting problems as Figure 10 presents. By
choosing a small number of epochs the NN leads to underfitting and the NN performance
is extremely low. On the contrary, when the epoch number is high, it leads to overfitting,
where the network is perfectly trained to recognize the training data but faces low perfor-
mance with test data different from the data encountered in training. Thus, during the
training process the monitoring of the number of epochs versus the loss or the accuracy is
significant, as Figure 11 illustrates, and the knee of the curve is the ideal time to conclude
the training process.

Figure 10. Fitting problems due to the selection of bias values. (a) Overfitting; (b) ideal fitting;
(c) underfitting.
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Figure 11. Accuracy and loss versus the epochs numbers.

3. Algorithm Description

This effort focuses on optimization of the neural network structure in terms of the
maximum number of layers and neurons per layer, at the same time keeping high pre-
diction performance for the problem of the operating condition of oil-immersed power
transformers, using the dissolved gases as the NN inputs. To achieve this, an adaptive
algorithm is proposed. Figure 12 presents the block diagram for this adaptive algorithm,
which is consisted of three main parts. The philosophy of the algorithm is to select the
neuron number of a specific layer and then increase the hidden layers by one and select
a new neuron number for the newly inserted hidden layer. The process stops when the
algorithm computes minimized error in comparison to the previously tested cases. Initially,
selection for the number of hidden layers and the number of nodes per layer is conducted.
The initial number of hidden layers is selected as one while the corresponding number of
the neurons for this hidden layer is selected as five because the number of the inputs for
the hidden layer (the gases in the oil) is also five. In the next part, for a specific number of
hidden layers, the code runs the NN efficiency calculation by changing only the last layer’s
neurons number to achieve lower error. This is done by calculating the NN efficiency, for
a specific number of nodes for the last hidden layer, many times until the best error is
achieved. The philosophy behind the search of best error rate is by comparing the efficiency
after each algorithm iteration with the corresponding efficiency of the previous iteration.
After the best error calculation for the specific NN architecture has been calculated, the al-
gorithm compares the efficiency with the case before the last layer’s node number increase.
If the error is increased, then the algorithm retains the previous number of last layer’s node
number. If it is achieved, then the algorithm compares the efficiency of the NN architecture
with the previous case of hidden layers number. If efficiency is worst, then the algorithm
keeps the previous case of NN architecture as best and terminates. An important note is
that for a specific number of neurons for the last layer the code calculates NN efficiency
for the entire NN structure multiple times, because MatLab which is used for the tests,
initializes the weights randomly each time. Finally, the code increases the hidden layer
number by one if the error is better than the previous case of the number of hidden layers
and runs part two again. The code terminates when the best number of hidden layers and
neurons per layer has been selected.

The proposed adaptive algorithm takes into consideration the transfer function type
and the training algorithm. It uses five basic transfer functions:

â Symmetric sigmoid
â Logarithmic sigmoid
â Elliot sigmoid
â Soft max
â Linear
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Figure 12. The adaptive algorithm block diagram.

For each case of transfer function, the proposed algorithm runs for twelve different
training algorithms. These training algorithms are:

â Levenberg-Marquardt
â Bayesian Regularization
â BFGS Quasi-Newton
â Resilient Backpropagation
â Scaled Conjugate Gradient
â Conjugate Gradient with Powell/Beale Restarts
â Fletcher-Powell Conjugate Gradient
â Polak-Ribiére Conjugate Gradient
â One Step Secant
â Variable Learning Rate Gradient Descent
â Gradient Descent with Momentum
â Gradient Descent

4. Results

The proposed algorithm aims to develop an entirely new MLNN structure in an adap-
tive way, as described in the previous section. This MLNN will be capable of analyzing
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faults in power transformers and categorizing them as mentioned in the introduction. For
this reason, typical values of the key gases and the corresponding power transformer faults
have been used. The database used is provided by IEEE [19]. For this reason, an algorithm
described in Figure 12 is implemented in the Matlab software environment. The algorithm
tries to achieve an MLNN with the minimum number of layers and the minimum number
of nodes while simultaneously exhibiting high prediction efficiency. The code also examines
this algorithm with five different transfer functions and for each transfer function examines
twelve training algorithms. In total, 60 cases are tested, and the results for the prediction
accuracy are presented in Table 3 and Figure 13. The training algorithms are presented with
acronyms, and the training’s algorithm meaning is presented in Table 4. Table 5 presents,
for each one of the tested cases, the number of hidden layers and the number of neurons for
each layer in the form “h/(n1, n2, . . . )”, where h represents the number of hidden layers,
n1 represents the number of neurons for the first hidden layer, n2 represents the number of
neurons for the second hidden layer, and so forth.

Table 3. Prediction efficiency in percentage for each tested case. Grey shade indicates the highest
prediction efficiencies.

Training
Algorithms

Transfer Functions

Symmetric Sigmoid Logarithmic Sigmoid Elliot Sigmoid Soft Max Linear
trainbr 86.6% 58.2% 58.2% 40.3 44.3
trainlm 72.6% 78.6% 47.8% 72.6 48.3
trainbfg 34.3% 38.3% 37.3% 32.3 43.3
trainrp 34.3% 32.3% 31.8% 39.8 33.3
trainscg 42.3% 41.8% 32.3% 28.9 37.8
traincgb 37.3% 43.3% 35.8% 38.3 41.3
traincgf 35.3% 40.3% 38.3% 38.3 35.8
traincgp 34.3% 39.8% 31.8% 33.8 40.8
trainoss 39.8% 30.8% 30.3% 26.9 33.8
traingdx 33.8% 29.3% 26.9% 26.9 32.8
traingdm 28.4% 25.4% 30.3% 27.4 28.4
traingd 28.4% 29.4% 27.9% 27.9 35.8

Table 4. Explanation of training algorithm acronyms.

Training Algorithm Acronym Training Algorithm

trainbr Bayesian Regularization
trainlm Levenberg-Marquardt
trainbfg BFGS Quasi-Newton
trainrp Resilient Backpropagation
trainscg Scaled Conjugate Gradient
traincgb Conjugate Gradient with Powell/Beale Restarts
traincgf Fletcher–Powell Conjugate Gradient
traincgp Polak–Ribiére Conjugate Gradient
trainoss One Step Secant
traingdx Variable Learning Rate Gradient Descent
traingdm Gradient Descent with Momentum
traingd Gradient Descent

From Table 3, it is clear that the more efficient structure uses the symmetric sigmoid
transfer function with Bayesian Regularization as the training algorithm with 86.6% predic-
tion efficiency, with two hidden layers and with five neurons for each layer. The next case
uses the Logarithmic Sigmoid transfer function with the Levenberg-Marquardt training
algorithm. The prediction efficiency is 78.6% but uses one hidden layer with five neurons.
The use of Soft Max as a transfer function in combination with the Levenberg-Marquardt
training algorithm seems to have the same prediction efficiency as the combination of the
Symmetric Sigmoid transfer function and Levenberg–Marquardt training algorithm, but
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the case with the Soft Max transfer function uses two hidden layers with five neurons
each, in contrast to the Symmetric Sigmoid where only one hidden layer with five neurons
achieves the same efficiency. It is also significant to note that the case of Levenberg–
Marquardt training algorithm achieves satisfactory results for the majority of transfer
functions (see Table 6).

Figure 13. Prediction efficiency in percentage for each tested case.

Table 5. The number of hidden layers and the number of neurons for each hidden layer in the form
“h/(n1, n2)”, where h is the number of hidden layers and n1 and n2 are the number of neurons for
the first and second layer. Grey shade indicates the highest prediction efficiencies.

Training
Algorithms

Transfer Functions

Symmetric
Sigmoid

Logarithmic
Sigmoid

Elliot
Sigmoid Soft Max Linear

trainbr 2/(5,5) 1/(5) 1/(5) 1/(5) 2/(5,5)
trainlm 1/(5) 1/(5) 1/(5) 2/(5,5) 1/(5)
trainbfg 1/(5) 1/(5) 1/(5) 1/(5) 1/(5)
trainrp 1/(5) 1/(5) 1/(5) 2/(5,5) 1/(5)
trainscg 1/(5) 1/(5) 1/(5) 1/(5) 1/(5)
traincgb 1/(5) 1/(5) 1/(5) 1/(5) 2/(5,5)
traincgf 2/(5,5) 1/(5) 2/(5,5) 1/(5) 1/(5)
traincgp 1/(5) 1/(5) 1/(5) 1/(5) 1/(5)
trainoss 1/(5) 1/(5) 1/(5) 1/(5) 1/(5)
traingdx 1/(5) 1/(5) 1/(5) 1/(5) 1/(5)
traingdm 1/(5) 1/(5) 1/(5) 1/(5) 1/(5)
traingd 1/(5) 1/(5) 1/(5) 1/(5) 2/(5,5)

Table 6. Comparisons between the best efficiencies over best NN architecture for the tested training
algorithms and transfer functions.

Training
Algorithms

Transfer Functions

Symmetric Sigmoid Logarithmic Sigmoid Soft Max

Efficiency NN
Architecture Efficiency NN

Architecture Efficiency NN
Architecture

trainbr 86.6% 2/(5,5) 58.2% 1/(5) 40.3% 1/(5)

trainlm 72.6% 1/(5) 78.6% 1/(5) 72.6% 2/(5,5)
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5. Conclusions

The correct selection of the structure of MLNNs in terms of the number of hidden
layers and number of neurons is a difficult procedure. This paper presented the selection
of the above-mentioned parameters for the special problem of fault diagnosis in power
transformers. The arising structure’s efficiency keeps in touch with the literature but with
the main advantage of automatically calculating the values for the number of hidden layers
and neurons. The final selection of these numbers is a critical time-consuming problem
to solve for the engineers before using neural networks. A first approach for an adaptive
algorithm for the construction of an MLNN was presented. The algorithm aims to optimize
the number of hidden layers and the number of neurons in each layer retaining the best
efficiency. In the experimental part, 60 cases were tested, with 5 different transfer functions
and 12 different training algorithms. From the results, it is clear that if the aim is good
prediction efficiency with low requirements in total structure, then the combination of the
Symmetric Sigmoid transfer function with the Levenberg–Marquardt training algorithm
is ideal. The Symmetric Sigmoid transfer function with Bayesian Regularization as the
training procedure, on the other hand, seems to operate well if prediction accuracy is the
goal and overall MLNN structure is unimportant. The suggested adaptive approach may
be utilized to generate future solutions for increasingly challenging situations and can help
with the structural limitation when the NN is running on an FPGA.
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