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Abstract: In complex driving scenarios, automated vehicles should behave reasonably and respond
adaptively with high computational efficiency. In this paper, a computational efficient motion
planning method is proposed, which considers traffic interaction and accelerates calculation. Firstly,
the behavior is decided by connecting the points on the unequally divided road segments and lane
centerlines, which simplifies the decision-making process in both space and time span. Secondly,
as the dynamic vehicle model with changeable longitudinal velocity is considered in the trajectory
generation module, the C/GMRES algorithm is used to accelerate the calculation of trajectory
generation and realize on-line solving in nonlinear model predictive control. Meanwhile, the motion
of other traffic participants is more accurately predicted based on the driver’s intention and kinematics
vehicle model, which enables the host vehicle to obtain a more reasonable behavior and trajectory.
The simulation results verify the effectiveness of the proposed method.

Keywords: autonomous vehicles; trajectory planning; model predictive control

1. Introduction

Due to the complex driving scenarios and difficulty in accurately predicting the behav-
ior of the surrounding vehicles, the automated vehicles need to adapt to great complexity
and dynamics in real traffic [1,2]. Therefore, advanced motion planning algorithms should
help the agent behave reasonably and respond adaptively in dynamic and complex driving
scenarios with computational efficient and reliable control [3].

1.1. State-of-the-Art Review and Challenges

The performance of motion planning methods is closely related to the trajectory
prediction of other traffic participants, behavior planning, and trajectory generation. As au-
tomated vehicles will frequently interact with other traffic participants, trajectory prediction
will influence behavior planning and trajectory generation modules. The motion of other
environment vehicles is predicted with constant longitudinal velocity or acceleration [4].
Such a prediction is inaccurate and will decrease the reasonability of behavior planning
and trajectory generation modules [5,6]. Thus, more accurately predicted trajectories will
promote the performance of motion planning.

In behavior planning aspects, the machine learning-based or model-based methods
usually decide a human-like behavior, like lane-change and obstacle avoidance, which
contains a wide range of trajectories. To ensure absolute safety, decision-making meth-
ods are always conservative. Thus, more complex behaviors should be generated in
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decision-making. POMDP can generate a more abundant behavior [7,8]. The road is di-
vided into several segments and the points are connected to represent different behavioral
decisions [9,10].

Regarding trajectory generation, current methods can be divided into graph-search-
based methods [11], incremental search [12], interpolating curve methods [13] and numer-
ical optimization [14,15]. Model Predictive Control (MPC) is widely used because it can
explicitly deal with constraints to ensure safety with consideration of traffic interaction not
only at the current time step but also in the predictive horizon [16,17]. As for the control
model in MPC, the dynamic vehicle model is added to the kinematic model to realize stable
motion control and enrich driving behaviors [18,19].

The high-performance motion planning methods should be computationally efficient
and enable automated vehicles to behave reasonably and respond adaptively in dynamic
and complex scenarios. First, the host vehicle will interact with the surrounding vehicles
while driving on the road inevitably. The motion prediction of environment vehicles needs
to be predicted in the planning horizon, which enables the host vehicle to behave reasonably
and adapt to the dynamic traffic environment. Meanwhile, the driving process contains a
large span in both time and space, which means precise driving behavior will cause huge
calculations. To balance the calculation time and planning performance, the problem in the
model formulation aspect should be simplified without losing reasonability.

To further promote the reasonability of motion planning, except for the dynamic
vehicle model, variational velocity can be considered in the trajectory generation. Thus,
the control model will change from the linear model to the nonlinear model [20]. Such a
control model increases the time for online solving, which needs an additional fast solving
algorithm to realize online calculation [21–23].

1.2. Work and Contributions

As shown in Figure 1, this paper proposes a computational efficient motion planning
method for autonomous vehicles, which can behave reasonably and adaptively in dynamic
and complex driving scenarios. After predicting the trajectory of environment vehicles,
the behavior planning and trajectory generation will be done sequentially. The following
improvements simplify the problem and decrease calculation to realize computational
efficiency. In the behavior planning module, the road is divided into several segments with
road points and different behaviors are represented with different connections between
road points in each segment. Firstly, rather than only set road points in the center of the lane,
the road points are also distributed on the lane line, which enables the behavior planner to
generate more complex behaviors. Meanwhile, in predictive control, short-term behavior is
much more complex and also should be paid more attention to. Besides, the prediction is
not accurate while lengthening the predictive horizon. Thus, rather than equally dividing
the road, unequal segments that the distance between these road segments is gradually
increasing can further decrease calculation and raise reasonability. Secondly, based on
the analysis of different traffic participants, the motion of static environment vehicles is
much more simple, and can directly exclude corresponding behaviors. Therefore, static
environment vehicles are used to narrow the feasible region of the solution and further
decrease online calculation. Thirdly, variational longitudinal velocity and dynamic vehicle
models are considered to raise the reasonability of trajectory generation. It can also speed
up the trajectory following process with the resulting acceleration and steering wheel
angle. We use the C/GMRES algorithm to realize on-line calculations in NMPC. The main
contributions are summarized as follows

• The complex and reasonable behavior of the host vehicle is efficiently realized by con-
necting different points located on unequally divided road segments and
lane centerlines.

• Trajectory prediction of surrounding vehicles is considered during trajectory planning.
And the trajectory planning is based on both driver’s intention and the kinematics
vehicle model, which can increase the accuracy and rationality.



Sensors 2022, 22, 7397 3 of 19

• C/GMRES is used to realize online calculation and raise the reasonability of trajectory
generation and trajectory following.

The remainder of this paper is organized as follows. In Section 2, the coordinate
systems and the trajectory prediction are introduced. Section 3 introduces the behavioral
planning module. In Section 4, the trajectory generation module is introduced. In Section 5,
the simulation process is shown, and the results are given and analyzed in detail. The sim-
ulation results verify the effectiveness of the proposed method. Section 6 is the conclusion
of this paper.

Figure 1. Diagram of the proposed motion planning frame.

2. Coordinate Systems Conversion and Trajectory Prediction

In this section, first, the conversion between the Cartesian coordinate system and the
Frenet coordinate system is introduced to simplify the planning process. Then, three ways
of trajectory prediction are illustrated and compared.

2.1. Coordinate Systems Conversion

To describe the relation between two coordinates, as shown in Figure 2, the Cartesian
coordinate of ~x is ~x(x, y) while the Frenet coordinate of ~x is ~x(s, l), where l is the distance
from ~x to the reference point [24]. In coordinate systems conversion, the lane centerline
is extracted with a third-degree polynomial equation as the reference curve of the Frenet
coordinate system, e.g., y = ax3 + bx2 + cx + d. For the conversion from Frenet coordinate
Ca : (sa, la) to Cartesian coordinate Ca : (xa, ya), a nearest point p0 works as the reference
point to convert pa, whose Frenet coordinate can be written as C0 : (x0, ax3

0 + bx2
0 + cx0 + d).

Since the arc length sa is already known, x0 can be calculated by dividing the curve and
sampling from the starting point ps. The integral value of the sampling point s′0 can
similarly be calculated. Compare s′0 with sa to determine whether the x′0 is the desired
coordinate point x0, and finally find the coordinates of p0. And the Cartesian coordinate of
pa, Ca : (xa, ya) can be calculated with

xa = x0 − l · sin(arctan(k)) , (1a)

ya = y0 − l · cos(arctan(k)) . (1b)

where k = 3ax2
0 + 2bx0 + c is the curvature of the reference curve at point p0.
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Y [m]

X [m]

Figure 2. Diagram of coordinate systems conversion. ps is the starting point, pe is the ending point.
pa is the point on the trajectory of the vehicle to be converted. p0 is the nearest point that works as the
reference point to convert pa. ~Tx is the reference curve tangent vector in the Frenet coordinate system,
and ~Nx is the normal vector in the Frenet coordinate system. ~x(s, l) is the Frenet coordinate of ~x.

For the conversion from Cartesian coordinate Ca : (xa, ya) to Frenet coordinate
Ca : (sa, la), the reference point p0 is also needed. We use D2 to represent the square
of the distance from pa to the reference point p0. The horizontal coordinate value of the
reference point x∗0 that minimizes D2 satisfies D′2(x∗0) = 0, which can be solved by Newton’s
method [25]. By calculating D2 and D′2, the iteration formula can be expressed as

x∗,m+1
0 = x∗,m0 −

D′2(x∗,m0 )

D′′2 (x∗,m0 )
, m = 0, 1, 2, . . . . (2)

The iteration stops while |x∗,m+1
0 − x∗,m0 | 6 δ and x∗,m+1

0 is the target value. The Frenet
coordinate Ca : (sa, la) can be solved as

sa =
∫ x∗,m+1

0

x0

√
1 + (3ax2 + 2bx + c)2dx , (3a)

la = D2(x∗,m+1
0 ) =

√
(xa − x∗,m+1

0 )2 + (ya − y∗,m+1
0 )2 . (3b)

2.2. Trajectory Prediction

The information about the surrounding vehicles and the trajectories of the surrounding
vehicles in a period of time in the future is essential for motion planning. Such trajectory
prediction can be done based on the driver’s intention, vehicle kinematics model, or both
driver’s intention and vehicle kinematics model, which will be compared in this section.

2.2.1. Trajectory Prediction Based on Driver’s Intention

We consider lane change and lane-keeping operations. For an operation intention,
countless driving trajectories can be realized. Based on the driver of the vehicle, the actual
driving trajectory may be very gentle or aggressive. In addition, the geometric environment
of the road will also affect the actual trajectory. Therefore, the trajectory prediction based
on the operation intention can generate a set of predicted trajectories based on the current
state of the vehicle, the operation intention, and the road parameters, and then select the
optimal one based on the information. Since the shape of the road has a great influence on
the predicted trajectory, the predicted trajectory cluster is firstly generated in the Frenet
coordinate system, then converted into the Cartesian coordinate system.

In Frenet coordinate system, s(t) and l(t) represent longitudinal distance and lateral
distance, respectively. We use F0 = (s0, ṡ0, s̈0, l0, l̇0, l̈0) and F1 = (s1, ṡ1, s̈1, l1, l̇1, l̈1) to
represent the initial state and the end state of the vehicle trajectory. To ensure the continuity
of the trajectory and provide unique expressions for different trajectories, high-order
polynomials are used for fitting to represent the trajectory of longitudinal s(t) and lateral
distance l(t) over time t. For the initial state F0, each state variable can be obtained by



Sensors 2022, 22, 7397 5 of 19

converting the current kinematic parameters in the Cartesian coordinate system, which can
be expressed as 

l0 = l∗0 , l̇0 = v0 sin(θ0 − θT0) ,
l̈0 =

√
(a02 + γ0v02) sin(θ0 − θT0) ,

s0 = 0, ṡ0 = v0 cos(θ0 − θT0) ,
s̈0 =

√
(a02 + γ0v02) cos(θ0 − θT0) ,

(4)

where l∗0 is the distance from the initial position to the centerline of the lane. θT0 is the
orientation of the tangent vector ~T0. γ0v2

0 is the current value of the normal acceleration of
the vehicle and γ is the curvature of the reference point.

We assume that the vehicle is on the center line of its target lane after finishing the
intended operation and it remains the same longitudinal acceleration throughout the
operation. Therefore, some of the operation termination state F1 can be calculated as{

l1 = l∗1 , l̇1 = 0 ,
l̈1 = 0, s̈1 = a0 .

(5)

|l∗1 | = d, where d is the width of the lane while the vehicle is changing the current lane and
the sign is determined by the lane change direction. For lane keeping operation, l∗1 = 0.

For a complete lane change operation, the time to complete the operation tend is about
6 s, and the length of tend can be adjusted according to the driver’s driving style. For
lane-keeping operations, the time tend is significantly shorter. Use t1 ∈ [0, tend] to represent
the end time of the operation, that is, take a fixed step size and sample start from 0 to tend
with K steps. Since it is assumed that the longitudinal acceleration of the vehicle remains
unchanged, the longitudinal speed at the termination state is ṡ1 = v0 + a0 · t1. For the
lateral distance at the termination state, a fifth-degree polynomial fit for time t can be used,
which is calculated as

l(t) = c5t5 + c4t4 + c3t3 + c2t2 + c1t + c0, (6)

where c0, c2, . . . , c5 are the parameters of the curve. Then, l̇(t) and l̈(t) can be calculated
respectively. Therefore, the lateral state values at the initial state (t = 0) and the terminal
lateral state (t = t1) can be written as{

l0 = l(0) , l̇0 = l̇(0) , l̈0 = l̈(0) ,
l1 = l(t1) , l̇1 = l̇(t1) , l̈1 = l̈(t1) .

(7)

And the parameters ci can be obtained by solving the following matrix

0 0 0 0 0 1
t5
1 t4

1 t3
1 t2

1 t1 1
0 0 0 0 1 0

5t4
1 4t3

1 3t2
1 2t1 1 0

0 0 0 2 0 0
20t3

1 12t2
1 6t1 2 0 0

 ·


c5
c4
c3
c2
c1
c0

 =



l0
l1
l̇0
l̇1
l̈0
l̈1



=



l∗0
l1

v0 sin(θ0 − θT0),√
(a02 + γ0v02) sin(θ0 − θT0),

0
0

 .

(8)
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Since the longitudinal displacement changes according to t1, a fourth-degree poly-
nomial with respect to time t is used to fit the longitudinal kinematic, which can be
expressed as

s(t) = c′4t4 + c′3t3 + c′2t2 + c′1t + c′0 , (9)

where c′0, c′2, . . . , c′5 are the parameters. The initial states and the terminal states can be
represented by replacing t in the above formula with 0 and t1, respectively.{

s0 = s(0) , ṡ0 = ṡ(0) , s̈0 = s̈(0) ,
ṡ1 = ṡ(t1) , s̈1 = s̈(t1) .

(10)

Therefore, the parameters c′i can be obtained by solving the following matrix
0 0 0 0 1
0 0 0 1 0

4t3
1 3t2

1 2t1 1 0
0 0 2 0 0

12t2
1 6t1 2 0 0

 ·


c′4
c′3
c′2
c′1
c′0

 =


s0
ṡ0
ṡ1
s̈0
s̈1

 ,

=


0

v0 cos(θ0 − θT0),√
(a02 + γ0v02) cos(θ0 − θT0),

v0 + a0 · t1
0

 .

(11)

Different t1 ∈ [0, tend] corresponds to different fitting parameters c and different
driving trajectories. When selecting the optimal trajectory, first convert the trajectory to the
Cartesian coordinate system. The principles to be followed in the selection process include:
t1 is as short as possible, the driving process is comfortable, and the lateral displacement is
reduced as much as possible during the lane change operation. Therefore, for the selection
of the optimal predicted trajectory based on the driver’s intention, the maximum normal
acceleration value in the driving trajectory and the time to complete the operation t1 are
mainly considered

C(traji) = w1max(ā(t)) + w2ti , (12)

where traji represents the ith trajectory and C(traji) represents the cost of the ith trajectory.
ā(t) is the normal acceleration at time t. ti is the total time of the ith trajectory. w1 and w2
are two coefficients. The resulting trajectory with the smallest cost value is used as the
optimal prediction trajectory based on the operation intention prediction

Tman = arg min(C(traji))i=1,...,K . (13)

2.2.2. Trajectory Prediction Based on Vehicle Kinematics Model

The trajectory predicted based on the driver’s intention is more accurate at a longer
time horizon, but the accuracy is lower on a shorter time horizon. The trajectory predicted
using the current kinematic parameters of the vehicle is more accurate in a shorter time.
So, it is necessary to put both the intention and kinematics model into consideration. We
assume that the vehicle acceleration and yaw rate remain unchanged. Therefore, in the
Cartesian coordinate system, the vehicle speeds along the x and y axes at time t can be
represented as

vx(t) = v(t) · cos(w0t + θ0), (14a)

vy(t) = v(t) · sin(w0t + θ0), (14b)
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where the velocity at time t is v(t) = a0t + v0. The predicted trajectory based on the
kinematic model can be obtained by integrating the vehicle velocities,

trajmdl :

x(t) = a0
w2

0
cos(θ(t)) + v(t)

w0
sin(θ(t)) + cx ,

y(t) = a0
w2

0
sin(θ(t))− v(t)

w0
cos(θ(t)) + cy ,

(15)

where cx and cy are two parameters determined by the initial state and can be expressed as

cx = x0 −
v0

w0
cos(θ0)−

a0

w2
0

sin(θ0) , (16a)

cy = y0 +
v0

w0
sin(θ0)−

a0

w2
0

cos(θ0) . (16b)

In particular, when the initial yaw rate w0 = 0, the predicted trajectory changes to

trajmdl :

{
x(t) = ( 1

2 · a0 · t2 + v0) cos(θ0) + x0 ,
y(t) = ( 1

2 · a0 · t2 + v0) sin(θ0) + y0 .
(17)

2.2.3. Trajectory Prediction Based on Both Driver’s Intention and Vehicle Kinematics Model

Since the predicted trajectory based on the kinematics model is more accurate only
in a shorter prediction time, and the trajectory based on the driver’s intention has higher
accuracy in a longer period of time, the predicted trajectory obtained by combining the two
will be more accurate. Let the coefficient of the predicted trajectory based on the kinematics
model be w(t), and the predicted trajectory model can be changed to

traj(t) = w(t)trajmdl(t) + (1−w(t))trajman(t) , (18)

where w(t) ∈ [0, 1] is a time-varying variable that is designed to predict trajectory with
high accuracy. Here, w(t) is designed and tuned with multiple simulations as

w(t) =

{
2

27 t3 − 1
3 t2 + 1 for 0 ≤ t < 3 ,

0 for t ≥ 3 .
(19)

Combined with the driver’s intention and the vehicle kinematics model, a more
accurate predicted trajectory can be obtained. The results of trajectory prediction are shown
in Figure 3. The trajectory that is predicted based on both operation intention and the
vehicle kinematics model is more accurate than the other two methods.

Figure 3. The results of trajectory prediction based on operation intention, vehicle kinematics model,
and both operation intention and vehicle kinematics model.
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3. Behavioral Planning

In the behavioral planning, by comprehensively considering the host vehicle informa-
tion, road information, and surrounding environment information, an optimal behavioral
trajectory is selected, which will be used for trajectory generation.

3.1. Generation of Candidate Paths

To reduce the size of the search space for trajectory planning and speed up the calcu-
lation, a series of candidate paths need to be generated first. The optimal path that does
not collide is selected from the candidate paths. The candidate path is a candidate set
that can represent the behavior that the vehicle can take in the planning process, and the
road space of the entire prediction time is reasonably divided into multiple road segments.
Comprehensively considering the prediction length and calculation time, the road space in
the prediction time is divided into three road segments. The candidate points at the same s
coordinates are called a layer of candidate point sets. The diagram of this division is shown
in Figure 4. The road space occupied by each road segment can be represented as

si =

{
Ni · ∆s for v > vmin ,
Ni · ∆smin for v ≤ vmin ,

(20)

where ∆s refers to the distance traveled by the vehicle in 1 s, si refers to the length of the
ith road space. To prevent the predicted length from being too short, a minimum interval
∆smin needs to be set so that the vehicle can plan the trajectory even if the current vehicle
speed is too slow. The value of Ni is set based on the comprehensive consideration of the
calculation time and the predicted length. The step length near the current position is short
and the one farther away from the current position is large.

obstacle

Candidate 

point sets

Candidate 

point sets
Candidate 

point sets

Road segment Road segment Road segment

Figure 4. The diagram of Generation of Candidate Paths.

All candidate roads together constitute a candidate set of trajectories in the future.
Each layer of candidate point sets contains the center point of both the current lane and the
adjacent lane and the lane change point of the two lanes. By connecting the points in the
candidate point set, a series of path candidate sets can be generated. To further narrow the
search range, considering that the vehicle has a high risk of completing the lane change
operation in a short period of time, the set of candidate points of the first layer contains only
the road center point of the current lane and the lane change point with the adjacent lane.

The path candidate set is a connection of a series of points in the search space, but
not every road can be driven in the path candidate set. There will inevitably be static
and dynamic obstacles on the road. Regardless of the dynamic obstacles, the paths that
pass through the static obstacles are firstly removed. When driving along these paths, the
vehicle will inevitably collide with a static obstacle at any time. After removing, all paths in
the remaining set of paths candidates will become candidate paths in the behavior decision
layer. Speed planning is needed for these candidate paths to select the optimal one.



Sensors 2022, 22, 7397 9 of 19

3.2. Speed Profile

The selection of vehicle speed needs comprehensive consideration of traffic and road
information and restrictions, vehicle restrictions, dynamic obstacles, and other information.
Traffic road information mainly includes traffic lights, traffic signs, stop lines, maximum and
minimum speed limits, etc, which is simply shown in Figure 5. When selecting the optimal
speed sequence, traffic road information must be extracted as the first constraint. Since
the influence of road traffic information on vehicle speed mainly acts on the road driving
direction, that is, the S direction, the limit curve based on the traffic road information on
the vehicle speed can be represented in a v-s profile.

v

[km/h]

S [m]

S [m]

L 

[m]

Figure 5. Maximum velocity considering traffic information and lateral acceleration.

The maximum lateral acceleration of the vehicle while driving needs to consider the
physical limitations of the vehicle and the impact on comfort. Based on the maximum
lateral acceleration and the road curvature, the speed limit based on the lateral acceleration
can be calculated as

vay,max =

√
ay,max

CLane
. (21)

Since the road curvatures CLane of adjacent lanes are the same, the limitation of the
maximum lateral acceleration on the vehicle speed still only exists in the S direction. By
comparing the value of the above two speeds, the limit curve of the vehicle speed in the S
direction can be obtained as shown in Figure 5.

For dynamic obstacles, if time and space are considered at the same time, the problem
of speed selection is a problem of optimal selection in S-L-T three-dimensional space, which
is extremely high in calculation complexity. To reduce the dimension, each of the above
candidate paths can be subjected to speed planning once. The coordinates L can be ignored
to reduce the difficulty of calculation. An S-T profile is used to plan speed.
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In an S-T profile, the T axis represents the time axis for predicting the future along
the candidate road, and the S axis represents the space axis extending from the origin
along the candidate road. We assume that the dynamic obstacles have constant acceleration
within the prediction. The information on dynamic obstacles can be displayed in blue
blocks and a safe distance is reserved too. The vehicle needs to travel in the space-time area
corresponding to the blank grid. The origin of the S-T map is the current position of the
host vehicle, and how to get to the target S position is the goal of speed planning.

Some restrictions and objective functions are necessary. First, the speed of the vehicle
should be as fast as possible, which is calculated as

fv = |vmax(si)− vi| . (22)

In addition, large acceleration will reduce driving comfort, so acceleration needs to be
limited as

fa = |ai| =
|vi − vi−1|

∆t
. (23)

Finally, it is necessary to avoid frequent acceleration and deceleration of the vehicle
during driving, which is

f jerk =
|ai − ai−1|

∆t
=
|vi − 2vi−1 + vi−2|

∆t2 . (24)

In summary, the cost function is

fspeed = wv fv + wa fa + wj f jerk , (25)

where wv, wa and wj are coefficients corresponding to fv, fa and f jerk. The optimal speed
sequence for a certain behavior can be obtained through the cost function as shown in
Figure 6.

[m]

[s]

Figure 6. Speed profile.

3.3. Optimal Behavioral Trajectory Selection

Each candidate trajectory in the behavior planning candidate set represents a behav-
ioral operation, and it is especially important to select the optimal one. It is necessary to
consider efficiency, comfort, energy consumption, and other aspects.

First, the number of lane changes needs to be considered. CLC is a cost function
factor affected by the number of lane changes. Since lane changing greatly increases energy
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consumption and greatly reduces comfort, it is necessary to avoid unnecessary and frequent
lane changing operations. Thus,

CLC =

Nlayer

∑
k=1
|Lane(nk)− Lane(nk−1)| , (26)

where Nlayer represents the layer number, nk represents the kth candidate point. Lane(n(·))
represents the lane at n(·) candidate point.

In addition, since the S coordinate of the endpoint of each candidate route is the same,
the shorter the travel time, the higher the efficiency. CT = T is only determined by the
time. Frequent changes in behavior can reduce comfort and increase control difficulty. To
reduce unnecessary changes in behavior planning, a consistency coefficient is introduced
to indicate the difference between the candidate behaviors at the current time and the
previously executed behavior. Thus, Ccon can be formulated as

Ccon =
Nb−k

∑
j=1

[(Sj
t − Sj+k

t−∆t)
2 + (Lj

t − Lj+k
t−∆t)

2] . (27)

When generating the speed profile in the previous step, the candidate trajectory has
been discretized. The step size after discretization is ∆tST , and the total number of discrete
points is Nb = T/∆tST + 1. ∆tre is the discrete step size of the model used for resampling
performed. Then, k = ∆tre/∆tST . Therefore, Sj

t and Lj
t represent the coordinate values of

the jth point on the candidate trajectory in Frenet coordinate system at time t. Sj+k
t−∆t and

Lj+k
t−∆t represent the coordinate values of the jth point on the candidate trajectory in Frenet

coordinate system at time t, which are the same corresponding point with Sj
t and Lj

t. In
this way, by constraining the difference between the same corresponding points in the two
behavior planning paths taken at adjacent moments, the consistency and continuity of the
behavior planning path can be constrained.

Last but not least, to make the vehicle location in the center of the road as much as
possible while lane-keeping, Cboun = ∑ nboun is used to represent the number of nodes
where the vehicle is on the road boundary in the planned behavior trajectory, where nboun
represents nodes where the vehicle is at the road boundary in the behavior trajectory.

In summary, a behavior path that is optimal in terms of efficiency, comfort, and energy
consumption is selected according to the following cost function, and this behavior path is
used as a reference for motion planning.

C(t) = wLCCLC(t) + wTCT(t) + wconCcon(t) . (28)

3.4. Resampled Behavioral Trajectory

The step length of the behavior trajectory is longer. After selecting an optimal behavior
trajectory, the trajectory needs to be converted from the Frenet coordinate system to the
Cartesian coordinate system. The diagram of this process is shown in Figure 7. The step
length of the candidate trajectory is ∆tST , and the time sequence is ∆t0

ST , ∆t1
ST , . . . . The step

size used in resampling is ∆tre, and the time sequence is ∆t0
re, ∆t1

re, . . . . Since ∆tST is larger
than ∆tre, the optimal behavior trajectory needs to be interpolated to shorten the step size.
In the process of interpolating, it is assumed that the vehicle speed remains unchanged
within ∆tST , and the number of ∆tre contained in each ∆tST is N = ∆tST/∆tre. The time
sequence of resampled trajectory can be written as ∆t0

ST , ∆t01
re ,. . . , ∆t0(N−1)

re , ∆t1
ST , ∆t11

re ,. . . ,

where ∆ti
ST represents the time at the ith step, and ∆tij

re represents the jth resampled point
in the ith step.
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Figure 7. Resampled behavioral trajectory.

4. Trajectory Generation

With selected behavior from the behavioral planning module, nonlinear model pre-
dictive control is used in the trajectory generation module, which considers variational
longitudinal velocity and dynamic vehicle model, and uses the C/GMRES algorithm to
speed up the calculation process.

4.1. Vehicle Dynamic Model

To describe the vehicle dynamics characteristics more accurately, this paper uses a
vehicle dynamics model. For the vehicle system, the coordinate system is the right-handed
coordinate system, and the origin is the position of the center of mass of the vehicle.
According to Newton’s second law, the dynamic characteristics can be represented as

2(Fy f + Fyr) = m · ay , (29a)

ẇ = 2
Fy f · l f − Fyr · lr

Iz
, (29b)

where m is the mass of the vehicle and Iz is the inertia of the vehicle. Fy f and Fyr are the
lateral forces of the front wheel and rear wheel, respectively. ay is the lateral acceleration. l f
and lr are the lengths from the center of mass to the front axle and the rear axle, respectively.
w is the yaw rate. β is used to represent the ratio of lateral speed to the longitudinal speed,

β =
vy

vx
. (30)

From the geometric relationship, the slip angles of the front and rear wheels can be
represented as

α f = arctan(
vy + l f w

vx
) ≈ −δ +

wl f

vx
+ β , (31a)

αr = arctan(
vy − lrw

vx
) ≈ β− wlr

vx
+ β . (31b)

where δ is the steering angle. When the lip angle is small, the tire characteristics can be
regarded as linear, which is calculated as

Fy f = k f αy f , (32a)

Fyr = krαyr . (32b)

The derivative of longitudinal acceleration is the acceleration of the vehicle.
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Using X = [x, y, φ, vx, vy, w]Tas the state vector of the vehicle dynamics system and
U = [a, δ]T as the input vector of the vehicle dynamics system, the state equation of the
vehicle dynamics system is

Ẋ = f (X, U) =



vx cos ϕ− vy sin ϕ
vx sin ϕ + vy cos ϕ

w
a

2k f (v f +wl f−δvx)+2kr(vy−wlr)
mvx

− vxw
2lrk f (vy+wl f−δvx)−2lrkr(vy−wlr)

Izvx


. (33)

Transform the state equation of the continuous form vehicle dynamics system into a
discrete form

Xk+1 = Xk + f (Xk, Uk)∆t . (34)

4.2. Controller Design

To complete the task of trajectory planning, it is necessary to rationally design the
objective functions and constraints of model predictive control. The input value of the
vehicle system cannot exceed the limit of the physical structure, so the upper and lower
limits of the input variable need to be limited as

|ak| ≤ amax , (35a)

|δk| ≤ δmax . (35b)

To ensure that the planned trajectory does not collide with obstacles, it is necessary to
maintain a certain safety distance between the trajectory at each moment and the obstacle at
the corresponding moment. Since the longitudinal speed of the vehicle is often much higher
than the lateral speed, a larger safe distance is needed in the longitudinal direction than in
the lateral direction. The safety range around the host autonomous vehicle is designed as
an ellipse, where the long axis of the ellipse is the longitudinal direction so that the safety
constraint can be expressed as

(
xhost − xobs

rx
)2 + (

yhost − yobs
ry

)2 ≥ 1 , (36)

where rx and ry represent safety distance in the longitudinal direction and the lateral
direction, respectively. The larger the safety distance is, the further the host vehicle acts.

To make the final trajectory planning result close to the behavioral planning path, the
following objective function is needed

Jcoor = w1(xk − xre f ,k)
2 + w2(yk − yre f ,k)

2 , (37)

where xk and yk are the coordinates of the trajectory at time-step k. xre f ,k and yre f ,k are the
coordinates of the resampling behavioral planning path at time-step k.

As mentioned before, excessive acceleration and a small turning radius will greatly
reduce driving comfort, and so it’s necessary to control their value of them.

Jcom = w3a2
k + w4δ2

k . (38)

A terminal constraint is added to ensure the final trajectory matches the planned
behavioral path better.

Jend =
1
2
(XN − Xre f ,N)

TS f (XN − Xre f ,N) . (39)
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When there are two environment vehicles, the expression of the controller for motion
planning is

min
λM×N

JUi−N =
1
2
(XN − Xre f ,N)

TS f (XN − Xre f ,N) +
N

∑
k=1

(
w1(xk − xre f ,k)

2

+w2(yk − yre f ,k)
2 + w3a2

k + w4δ2
k

)
∆t (40a)

s.t. Ẋk+1 = Xk + f (Xk, Uk)∆t, (40b)

|a| ≤ amax, |δ| ≤ δmax, (40c)

(
xk − xj

obs,k

rx
)2 + (

yi − yj
obs,k

ry
)2 ≥ 1 , j = 1, 2. (40d)

Since the vehicle dynamics model used is a non-linear model, a suitable solving
algorithm is necessary. In this paper, a Continuation/GMRES algorithm is used to solve
the nonlinear model predictive control problem.

4.3. C-GMRES

In the nonlinear model predictive control problem, the small sampling period of
mechanical systems will bring a great burden to the computing platform. Based on Gen-
eralized Minimum Residual Method (GMRES), Ohtsuka introduced the concept of the
Continuation Generalized Minimum Residual Method (C/GMRES), which solves the linear
equations involved in the differential equations at each sampling instant, thereby solving
the control input sequence [26]. The detailed C/GMRES algorithm that is used in this paper
is depicted in Algorithm 1.

Algorithm 1 C/GMRES Algorithm
//Initialize t = 0, l = 0, initial state x0 = x(0) and find U0 analytically or numerically such that
||F(U0, x0, 0)|| ≤ δ for some positive δ, maximum iteration number kmax.
1. For t′ ∈ [t, t + ∆t], compute the real control input by u(t′) = P0(Ul).
2. At next sampling instant t + ∆t, measure the state xl+1 = x(t + ∆t), set ∆xl = xl+1 − xl .
3. U̇l = FDGMRES(Ul , xl , ∆xl/∆t, t, ˆ̇Ul , h, kmax), where ˆ̇Ul =

ˆ̇Ul−1 with ˆ̇U−1 = 0.
4. Ul+1 = Uk + Ûk + ∆t.
5. Update t = t + ∆t, k = k + 1.

To solve the trajectory planning problem, first, the dummy inputs are used to convert
inequality constraints into equality constraints.

(δ2
k + u2

d1,k − δ2
max)/2 = 0 , (41a)

(a2
k + u2

d2,k − a2
max)/2 = 0 , (41b)

(
xk − x1

obs,k

rx
)2 + (

yk − y1
obs,k

ry
)2 − 1− u2

d3,i = 0 , (41c)

(
xk − x2

obs,k

rx
)2 + (

yk − y2
obs,k

ry
)2 − 1− u2

d4,i = 0 . (41d)

Meanwhile, to prevent multiple solutions of dummy inputs, adding a small dummy
penalty to the objective function

min
λM×N

JUi−N =
1
2
(XN − Xre f ,N)

TS f (XN − Xre f ,N) +
N

∑
k=1

(
w1(xk − xre f ,k)

2

+w2(yk − yre f ,k)
2 + w3a2

k + w4δ2
k − wUd Ud,k

)
∆t

where wUd is a small positive constant.
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Then, define the Hamiltonian by

H(x, λ, u, µ, p) = L(x, u, p) + λT f (x, u, p) + µTC(x, u, p) , (42)

where λ ∈ Rn represents costate and µ ∈ Rmc represents language multiplier. mc represents
the dimension of constraints.

For an optimal control {u∗k}
N−1
k=0 , it exists {λ∗k}

N
k=0 and {µ∗k}

N−1
k=0 , the following condi-

tions should be satified

x∗k+1 = x∗k + f (x∗k , u∗k , pk)∆t, (43a)

λ∗k = λ∗k+1 + HT
x (x∗k , λ∗k+1, u∗k , µ∗k , pk)∆t, (43b)

λ∗N = ϕT
x (x∗N , pN), (43c)

x∗k = x(t0), (43d)

Hu(x∗k , λ∗k+1, u∗k , µ∗k , pk) = 0, (43e)

C(x∗k , u∗k , pk) = 0. (43f)

Here, Equaton (43) can be summarized as

F(U(t), x(t), t) =


HT

u (x∗0 , λ∗1 , u∗0 , µ∗0 , p0)
C(x∗0 , u∗0 , p0)

. . .
HT

u (x∗N−1, λ∗N , u∗N−1, µ∗N−1, pN−1)
C(x∗N−1, u∗N−1, pN−1)

 ,

= 0,

(44)

Then, Ḟ(U, x, t) can be expressed as

Ḟ(U, x, t) = AsF(U, x, t) . (45)

Here, As is an introduced stable matrix that stabilizes F(U, x, t) at the origin. Then, U̇
can be computed with

U̇ = F−1
U (AsF− Fx ẋ− Ft) . (46)

The solution curve U(t) is approximated by forward difference if an initial solution
U(0) satisfying F(U(0), x(0), 0) = 0 can be found. Here, generalized minimal residual
(GMRES) method is applied to solve the linear equation FUU̇ = AsF − Fx ẋ − Ft. The
combination of forward difference approximation and GMRES is called FDGMRES.

5. Simulation

In this section, the proposed computational efficient motion planning method is
verified in three different environments. According to the information of the obstacle and
the predicted trajectory, the behavior is selected, and the trajectory is optimized using
NMPC, which is fast solved by the C/GMRES algorithm.

5.1. Obstacle Avoidance on Straight Lane

As shown in Figure 8, the host vehicle travels on a straight lane with an initial speed
of 10 m/s. The maximum speed limit of the road is 15 m/s and each lane width is 4 m. An
obstacle vehicle is 30 m ahead of the host vehicle at speed of 5 m/s. The trajectory of the
host vehicle and the obstacle vehicle is shown in Figure 8a. The speed profile of two vehicles
and the steering wheel angle of the host vehicle is shown in Figure 8b,c. In this driving
scenario, the host vehicle executes two consecutive lane-changing operations smoothly and
quickly to avoid dynamic obstacles and keep the speed under the maximum speed.
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Figure 8. Simulation results of obstacle avoidance on a straight lane. Here, (a) is vehicle trajectory.
(b) is vehicle velocity. (c) is steering wheel angle.

The processor of the computer is Intel (R) Core (TM) i7-6700hq CPU@ 2.60GHZ. The
time step size ∆t for simulation is 0.05s and the nonlinear model predictive control problem
using the C/GMRES algorithm, which is also compared with fmincon function in MATLAB.
As shown in Figure 9, the calculating time of solving is much less than the time step size ∆t,
and also much less than the calculating time of the fmincon function in MATLAB which is
more than 10 min. It shows that the local path planning module solved by C/GMRES can
better meet the requirements of solving speed.

Figure 9. Calculating time.

5.2. Obstacle Avoidance on Winding Lane

In the scenario of a winding road, the center line of the initial lane is y = 10−6x3 +
10−5x2 The obstacle vehicle travels at a speed of 5 m/s at 50 m in front of the host vehicle.
The trajectory and speed profile of the two vehicles and the steering wheel angle of the
host vehicle is shown in Figure 10. The host vehicle chooses to accelerate to overtake the
preceding vehicle and avoid the obstacle.

5.3. Lane-Changing Obstacle Avoidance

A much more complex scenario is verified in the third simulation, in which the
intention of the obstacle changed. The trajectory of the obstacle vehicle is selected from the
open data set, which executes a lane change to the left lane. The trajectory and speed profile
of the two vehicles and the steering wheel angle of the host vehicle is shown in Figure 11.
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Figure 10. Simulation results of obstacle avoidance on winding lane. Here, (a) is vehicle trajectory.
(b) is vehicle velocity. (c) is steering wheel angle.

Figure 11. Simulation results of lane-changing obstacle avoidance. Here, (a) is vehicle trajectory.
(b) is vehicle velocity. (c) is steering wheel angle.

As shown in Figure 11a, at first, the obstacle vehicle chooses lane-keeping before
changing lanes to the left lane. In this process, the host vehicle tries to change lanes.
After the obstacle vehicle decides to change to the target lane of the host vehicle, the host
vehicle decides to change back to its original lane. From the above simulation results, the
proposed motion planning method considers safety, computational efficiency, and comfort
simultaneously and obtains good system performance.

6. Conclusions

This paper proposes a computationally efficient motion planning method for au-
tonomous vehicles, which considers dynamic obstacle avoidance and traffic interaction.
The decision process for complex behavior is reasonably simplified in both time and space
span. Different points located on unequally divided road segments and lane centerlines
are connected to represent behavior. And C/GMRES algorithm is used to accelerate the
calculation of the NMPC problem in the trajectory generation module. The trajectories of
other traffic participants are more accurately predicted with known intention and vehi-
cle models, which enables the movement to be more reasonably planned. Finally, three
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groups of simulation experiments are carried out to verify the rationality and superiority
of the algorithm.

In future works, the interactive intention prediction will be considered in the intention
predictive layer, which can extend the motion planning method from reacting adaptively
to predicting adaptively. By considering the interactions between the ego vehicle and
surrounding drivers socially via implicit and/or explicit communications, the behavior of
the autonomous vehicle can be more human-like and facilitate safety performance under
complex and dynamic environments [27].

Author Contributions: Conceptualization, B.G. and H.C.; methodology, J.L. and Y.Z.; validation, J.L.
and J.W.; investigation, X.N.; writing—original draft preparation, J.L. and Y.Z.; writing—review and
editing, Y.Z. and J.W.; supervision, H.C.; funding acquisition, B.G. All authors have read and agreed
to the published version of the manuscript.

Funding: This research was supported in part by the International Technology Cooperation Program
of Science and Technology Commission of Shanghai Municipality (21160710600), in part by the
Shanghai Pujiang Program (21PJD075), in part by the China Automobile Industry Innovation and
Development Joint Fund (U1864206).

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable

Data Availability Statement: The data presented in this study are available on request from the
corresponding author. The data are not publicly available due to privacy reason.

Conflicts of Interest: The authors declare no conflict of interest.

References
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